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Preface

A Sun manifested itself as a particle,
And little by little uncovered its face.

All other particles vanished in it;
The world became intoxicated by it and became sober.

Rumi
1207–1273

There is a wide gap between the public understanding of sci-
entific findings and the actual theories developed by scientists
in the area of physical sciences. The gap is very noticeable for
concepts in theoretical physics and cosmology primarily due to
the level of complexity and highly mathematical nature of these
theories. Meanwhile, there is a significant amount of miscon-
ceptions about theories involved in theoretical physics mainly
due to the existence of pseudoscience among some members of
the general public.

This book explores, explains, and debunks some common
misconceptions about quantum physics, particle physics, space-
time, and multiverse cosmology. It seeks to separate science
from pseudoscience. The material is based on a Multiversal Jour-
neys conference at the Lawrence Hall of Science–Berkeley in
2015 with authors of this book as the speakers.

Section one, addressing quantum physics, clarifies what the
basic experimental facts imply about the nature of non-locality,
the wave function, and what can be measured. It discusses two
key quantum experiments: the double-slit experiment and the
Einstein-Podolsky-Rosen (EPR) experiment. In both cases, rea-
soning is by analogy with everyday situations that the reader is

vii



viii PREFACE

already familiar with, while the mathematics is kept to a bare
minimum. Interactive web-based animations for the double-slit
experiment can be found at www.mvjs.org.

Section two covers misconceptions about the size of elemen-
tary particles (no observable size, yet), the structure of atoms
(not like mini solar systems), particle colliders (how they are dif-
ferent from but related to microscopes), mini-black holes (why
they couldn’t have destroyed the Earth when the LHC turned),
the Higgs boson destroying the universe (what Stephen Hawk-
ing was really talking about), and parallel universes among other
topics.

The final section covers multiverse cosmology and related
misconceptions, showing that it follows the standard methodol-
ogy in science: forming a hypothesis about the natural world
based on observation (with the help of mathematics) and then
looking for evidence that further supports it. The multiverse
concept is at a different stage of development when compared to
quantum physics and space-time theories. It is a subject of cur-
rent research activity, rather than a construct of pseudoscience.
This section clarifies that the multiverse concept is based on
mathematics and that it is a prediction of string theory and eter-
nal inflation. A related documentary about the multiverse is
available online at www.mvjs.org.

The material is presented in a layperson-friendly language,
followed by additional technical sections which explain basic
equations and principles. This feature is very attractive to non-
expert readers who nevertheless seek a deeper understanding of
the theories and wish to explore beyond just the basic descrip-
tion.

I am grateful to Professor Sean Carroll for reviewing the
book. I would like to thank Professor Ken Wharton for his de-
tailed review of the section on quantum physics misconceptions.

I am indebted to the members of our book advisory coun-
cil: Professor Thomas Buchert, Professor Lawrence M. Krauss,
and Professor Mark Trodden, for their suggestions and advice.
I would also like to thank the staff of Springer, especially Tom
Spicer and Cindy Zitter, for making this project happen.

www.mvjs.org
www.mvjs.org
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Finally, I would like to thank the authors of each section,
Professor Yasunori Nomura, Professor Bill Poirier, and Profes-
sor John Terning for co-authoring the book, and also for their pa-
tience throughout the book publication process. Special thanks
to Professor Bill Poirier for the macros and formatting style that
was used for the book.

Multiversal Journeys Farzad Nekoogar
September 2017
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Part I:

Misconceptions in
Quantum Physics

Bill Poirier



Chapter 1

The Singular Quantum

1.1 Why Is Quantum Physics Weird?

If you put the word “quantum” in a talk title at a (non-
physics) scientific conference, you will immediately lose the
interest of 90% of your audience. However, if you put the
same word in a public lecture title, the interest level in-
creases tenfold.

What is it about quantum physics that captures the
public fascination—yet scares off many professional scien-
tists and engineers—more than just about any other sub-
ject? Is quantum physics somehow fundamentally “dif-
ferent” from all other areas of scientific inquiry? Nearly
100 years after its discovery, the “true meaning” of the
quantum theory remains as elusive as ever—even as it con-
tinues to make the most accurate experimental predictions
in all of science. Quantum predictions of the

“fine structure constant” (re-
lated to the electron’s charge)
agree with experiment to bet-
ter than one part per billion.

This odd dichotomy between ontological ambiguity, on
the one hand, and predictive certainty, on the other, does
indeed put quantum physics in a rather unique—and per-
haps even embarrassing—position among the sciences and
also among scientists, who continue to argue with each
other about what is really going on. Yet in truth, it seems Sometimes they argue more

publicly. . .that we may never know what is really going on in the quan-
tum world. This is not simply a matter of not yet having
invented the technology needed to perform the right exper-
iments but, rather, appears to be a fundamental limitation.

© Springer International Publishing Switzerland 2018
Y. Nomura et al., Quantum Physics, Mini Black Holes, and the Multiverse,
Multiversal Journeys, DOI 10.1007/978-3-319-41709-7 1
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4 CHAPTER 1. THE SINGULAR QUANTUM

For good or ill, this state of affairs implies that there
will likely always be debate, dissatisfaction, and disagree-
ment, at least among individuals with a philosophical or
foundational bent. On the other hand, in addition to such
legitimate controversy, a great many needless misconcep-
tions about quantum physics also abound. This narrative
therefore seeks to clarify, if not “debunk,” the most common
and/or egregious of these misconceptions, without making
any dogmatic and/or unprovable claims—e.g., about how
the quantum theory is to be interpreted.

1.2 What Do the Experts Say?

Writing on misconceptions about quantum physics is a chal-
lenge. In general, misconceptions depend very much on the
“beholder,” with one person’s “obvious fact” being another
person’s “preposterous fiction.” Of course, this is true for
any subject, but for quantum physics it is even worse; be-
cause the subject is so strange and unfamiliar, it is hard
not to have misconceptions about it.

Even Uncle Albert wasn’t al-
ways right. . .

Even the experts are not immune—not even a brilliant
one like Albert Einstein. Einstein’s own misconceptions
about quantum physics are famous, but . . . being Einstein,
even his misconceptions pointed the way to important un-
derstanding. Alas, most misconceptions that one finds in
popular depictions of the subject do not lead to great in-
sight. In any event, we scientists have certainly also con-
tributed our fair share to the general confusion. Indeed,

We can be forgiven for be-
ing slightly confused; despite
the tendency of the press to
call us “baffled scientists,” in
truth that’s not really news,
that’s just our natural state!
(see Einstein quote below. . . )

some of our own early misconceptions about quantum phys-
ics have continued to propagate even up to the present day.

With those caveats out of the way, what do the experts
tell us about quantum physics? Here are a few notable
quotes, to be discussed in due course:

“If we knew what we were doing, it wouldn’t be called ‘research’.”

—attributed to Albert Einstein
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“The ‘paradox’ is only a conflict between reality and your feeling of what
reality ought to be.”

—Richard Feynman
1

“I think I can safely say that nobody understands quantum mechanics.”

—Richard Feynman
2

“Richard Feynman is probably the most gifted practitioner of quantum me-
chanics in the first generation to have grown up with it.”

—David Mermin
3

Let’s start with Einstein. What exactly did he get
wrong about quantum physics? Well, he believed that
quantum objects possess definite attributes—like position,
velocity, shape, etc.—that we are used to associating with
macroscopic objects, such as baseballs. It was already un- Such objects are described by

classical physics—i.e., the fa-
miliar, “clockwork” laws of
Newton.

derstood in the early days of the quantum theory that for
quantum objects, we cannot actually observe all of these
attributes simultaneously. However, there was a great de-
bate as to whether the unseen attributes—what we now call
“hidden variables”—actually exist or not.

To prove his point, Einstein came up with a famous
thought experiment now called the “EPR experiment.” The EPR stands for “Einstein-

Podolsky-Rosen,” being the
three authors on the scientific
paper.

jist of his argument was the following: if quantum theory
were correct, and hidden variables do not exist, then the
EPR experiment would imply a crazy reality—one involv-
ing entanglement of faraway particles and “spooky action at
a distance.” This is what is known as the “EPR paradox.”
Einstein concluded that quantum theory must therefore be
wrong—and in particular, that it must be incomplete. How-
ever, he also offered a way out: hidden variables would not
only “complete” the theory, they would also provide a sen-
sible description of reality.

1From The Feynman Lectures on Physics, vol III (Addison-
Wesley, 1965).

2From The Character of Physical Law (British Broadcasting Cor-
poration, 1965).

3From Boojums All the Way Through (Cambridge University
Press, 1990).



6 CHAPTER 1. THE SINGULAR QUANTUM

The problem with Einstein’s reasoning can be summed
up in Richard Feynman’s first quote above; reality does not
always do what we would like it to do. We might be inclined
to dismiss the EPR debate as so much metaphysical quib-
bling, were it not for the work of J. S. Bell. A decade after
Einstein’s death, Bell raised the stakes by showing that Ein-
stein’s “local” hidden variables are incompatible with the
experimental predictions of quantum theory—which now
proved to be not just crazy but TOTALLY INSANE.

In fact, EPRB (B for “Bell”) experiments have now been
performed in the laboratory many times over, starting atfirst by J. F. Clauser and

later (and more famously) by
A. Aspect. . .

the University of California, Berkeley, in the early 1970s.4

Lo and behold, the utterly insane quantum predictions that
Einstein would have found completely inconceivable are in
fact always observed in the lab, every time. So this makes
it official; Einstein’s local hidden variables do not exist. He
got it wrong, but in the end, his ideas nevertheless pointed
the way toward important new experiments and insights.We will discuss the EPRB ex-

periments, action at a dis-
tance, and the otherwise total
insanity, in Chap. 5.

The second quote from Richard Feynman above is an-
other fun one—this time, specifically pertaining to quan-
tum mechanics. Just in case you somehow do not know
who Richard Feynman is, and question his credentials, theYou don’t know Richard

Feynman? Really? Google
him right now! Mermin is
himself a famous physicist,
who wrote the classic book
on solid state physics.

last quote above is by David Mermin, describing Feynman’s
credentials. In a nutshell, Feynman is the guy who arguably
understands quantum mechanics better than anyone else.

1.3 What Hope Is There for the Rest of Us?

So, to summarize the situation thus far, regarding quantum
mechanics:

1. Einstein got it wrong.

2. Physicists continue to argue about what it means,
after nearly 100 years.

3. The best expert in the world seems to tell us it simply
cannot be understood.

4J. F. Clauser, in Quantum [Un]speakables: From Bell to Quan-
tum Information, R. A. Bertlmann and A. Zeilinger, eds. (Springer,
2002).
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World’s #1 quantum
physicist says its hopeless. . .

What hope is there, then, for the rest of us mere mor-
tals? How can I possibly hope to clarify this thorniest of
subjects for a non-expert (but presumably bright, knowl-
edgeable, and intellectually curious) reader such as yourself—
let alone for my own self?

It is a real challenge. Last year, I had lunch with Brian
Greene, who is famously good at relating complicated sci-
entific ideas such as string theory to a completely general
audience. I have a slightly easier task ahead of me, in that
this book is pitched at a somewhat higher “intermediate”
level. Nevertheless, I took the opportunity to ask Brian
how he was able to do what he does. I paraphrase, but his
response was something like the following:

“Explaining string theory is easy; everybody at least understands the concept
of a string. Quantum physics, on the other hand, is the hardest.”

—Brian Greene

Given the challenge at hand, I am not going to try
to make you an expert, and I am certainly not going to
attempt to explain away all of the mystery of quantum
physics. I will, however, at least endeavor to inform you on That would be a fool’s errand,

in my view.what is definitively known about the subject vs. that which
is just speculation or flat out wrong. As a related but inde-
pendent goal, I also want you to understand clearly the dif-
ference between the quantum experiments themselves and
the theories we construct to try to explain and interpret
them. Armed with such understand-

ing, you will hopefully be bet-
ter prepared when you next
encounter the subject else-
where.

In short, I want you to become a better quantum con-
sumer ! For better or for worse, there are a lot of quantum
“products” on the market these days—both tangible prod-
ucts, as well as in the marketplace of ideas. For instance,
you can procure the services of a new age “quantum healer.”
Or, if you are more of a do-it-yourself type, you can go to
Amazon and purchase a “quantum wand”—harnessing the Ironically, there is only one

purchase and a 0% satisfac-
tion rate—about as “quan-
tum” as you can get!

mysterious and healthful powers of zero-point energy for
only $42.

Perhaps most telling of all, if you do a search on amazon
for quantum-themed books, you will find a whopping 37,500
titles for sale. Most of these, I can assure you, are not On the Web:

www.amazon.com.
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meant for practicing physicists, but for the general public,
who seem to have a huge appetite these days for all things
quantum. Like it or not, there is a huge quantum marketWe will speculate on the rea-

sons for this in Sect. 6.3. out there that you are being exposed to.

You are a quantum consumer, and in the same way
that you do not need to be an expert in auto mechanics to
learn how to buy a good car, you can learn to be a smart
quantum consumer—someone who understands what they
are buying, what to look for in the quantum product, what
questions to ask the sales rep, etc. My aim here is to provide
you with the tools you need to achieve this—like a kind of
Quantum Consumer Reports.

1.4 What Material Will Be Covered?

First and foremost, I aim to ground the discussion by
focusing on the basic experimental facts, above all else.
I will then address what the basic facts concerning quantum
physics imply about the nature of:

1. The quantum wavefunction.

2. What can be measured.

3. Quantum nonlocality.

Only then will I discuss the more esoteric aspects—i.e., the
headline-grabbing ramifications of the various metaphysical
interpretations of quantum physics.

In the next few chapters, I will provide an overview of
the basic quantum landscape, addressing key issues and
misconceptions as I go. I will start with the simplest ideas
first and then gradually build up in complexity. Specifi-not that there are any truly

simple ideas in quantum
physics. . .

cally, I will start with wave-particle duality and work up
to the Heisenberg uncertainty principle, the double-slit ex-
periment, and Schrödinger’s cat. For the most part, the
presentation in these sections will not be very technical.though I will make every ef-

fort to be as accurate as pos-
sible. . .

However, the level will “ramp up” considerably for the dis-
cussions on wavefunction measurement (Sect. 4.2) and the
EPRB experiments (Chap. 5). The latter exemplifies that
most mysterious of all quantum phenomena, nonlocality.
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In keeping with my goal to make you a smart quantum
consumer, I will adopt a mostly “no-nonsense” approach,
focusing on the less controversial aspects of the subject. That is to say, those aspects

that have been proven in the
laboratory beyond any shadow
of a doubt.

Likewise, I will keep the philosophical and historical dis-
cussion to a minimum—though it would not be proper, nor
even possible, to excise these interesting and important as-
pects entirely. That said, in the final chapter (Chap. 6), I
will engage in a slightly more speculative and philosophical
discussion of interpretations (as well as popular depictions),
in an attempt to “peek behind the curtain” a bit, to get a
sense of what might really be going on back there.

Historical aspects will be mostly avoided for the sim-
ple reason that I am no historian of science. Perhaps a
better reason, however, is that the development of quan-
tum physics was quite confused and divisive at its start. the aforementioned “baffled

state”. . .Moreover, some of the early missteps are still leading some
of us astray to this day. So, rather than hash out what
was debated and believed at the time—interesting though
it may be—I will focus much more on what is definitively
known today, with the benefit of a century’s worth of ex-
perimental hindsight.

The two key quantum experiments that I will describe
in detail are:

1. The double-slit experiment.

2. The EPRB experiment.

The corresponding chapters—i.e., 3 and 5, respectively—
really form the heart of this work. In both cases, I will
reason by analogy with familiar situations and everyday ob-
jects. For 1, I will use soccer balls kicked down a field. For
2, the analogy is rather different, involving a pair of coin de-
tectors. In somewhat less detail, I will also address more re-
cent experimental and theoretical developments, including:
quantum tomography and weak measurement; quantum in-
terference with increasingly large objects; many-worlds in-
terpretation.
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1.5 How to Use This Book

As discussed, this book is intended for an intermediate-
level audience, in terms of scientific and mathematical back-
ground. The problem is that the word “intermediate” covers
a multitude of sins. Then there is the question most dreadedi.e., it spans a wide range of

abilities. . . by science author and reader alike: “how much math do I
need to know for this?” The answer is, there will be some
math on this test. However, in order to encompass as broad
a swath as possible, much of the conceptual discussion will
involve no mathematics at all.

��� Math Alert! When some math is required, I will usually try to warn you
with these “brain” boxes. Even then, I have tried to keep the math to a bare
minimum and the level no harder than (and, in one case, very similar to) that of
a Sudoku puzzle.

��� Math Alert! double trouble!! In rare cases, when I have to
resort to more advanced mathematics, I will signify this using these
double-brain areas. The entire Appendix I, for example, is one great
double brain, wherein the actual working mathematical equations
that underlie all of quantum physics are revealed!

��� Misconception !! As per the title of this book, I also rely on the device of
pointing out popular misconceptions explicitly and highlighting these within their
own special boxes, such as this one. In addition to “Misconception” boxes. . .

��� More Accurate !! . . . there are also “More Accurate” description boxes,
such as this one, wherein I attempt to replace a misconception with a “better”
(albeit certainly not perfect) description.

��� Lesson: Finally, when there are lessons to be learned, I will summarize them
in “Lesson” boxes such as this one. Particularly in the arena of quantum physics,
the hope is that this approach will serve as an effective means of communication
and instruction.
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No one “just” reads books any more—or “just” goes to
class—or “just” watches TV. We recognize that ours is an
age where everyone is glued to their devices at all times.
Accordingly, I will occasionally exhort you to do a Google
search or direct you to a particular website. The latter I as on p. 6. . .

will do using marginal notes with an image of a globe and
the words “On the Web.”

As an example, now is a good time to advertise the
companion website for this book, whose url is provided in
the margin just next to this text. Here, you can find inter- On the Web:

www.mvjs.org.active web-based animations, e.g., for the double-slit and
EPRB experiments, enabling you to simulate your own vir-
tual quantum experiments. Even though you haven’t read
those chapters yet, go ahead and have at it. Statistically,
we know it’s going to happen anyway, and besides, the book
will still be here when you get back.



Chapter 2

The Bipolar Quantum:
Wave-Particle Duality

2.1 Wave, Particle, or “Wavicle”?

It’s high time that we got on to debunking some miscon-
ceptions. Let’s start with the wave-particle duality. If you
know anything at all about quantum physics, you probably
know that tiny objects have both wave-like and particle-
like attributes. Sometimes this fact is stated a little too
strongly as follows:

��� Misconception !! Tiny objects are both waves and particles at the same
time.

This is a myth because particles and waves are completely
different and mutually exclusive things—at least in the con-
ventional, classical sense in which these concepts are usu-
ally understood. In particular, particles are always “local-
ized” (located at a single point) in space, whereas waves
are always “delocalized” and continuous (spread out over
many points in space). So how can any single object be
both of these things at the same time?

© Springer International Publishing Switzerland 2018
Y. Nomura et al., Quantum Physics, Mini Black Holes, and the Multiverse,
Multiversal Journeys, DOI 10.1007/978-3-319-41709-7 2
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It is more accurate to say the following:

��� More Accurate !! Tiny objects sometimes behave like waves and other
times like particles.

While still weird, this statement at least makes logical sense.
Quantum objects exhibit wavelike and particle-like aspects,
under different circumstances, but they cannot actually be
both things at once. That would be a logical fallacy. In
truth, tiny objects are neither waves nor particles, nor
even really a hybrid of the two, but something quite dif-
ferent that neither the wave nor the particle concept can
adequately describe. In 1928, Sir Arthur Eddington coinedEddington earned a knight-

hood after confirming general
relativity through his famous
1919 eclipse observation. He
also declared that the quan-
tum world consists of “mind
stuff.”

the term “wavicle” to remind us of this inherent schizophre-
nia of quantum objects—which are not quite particle yet
not quite wave. Still, like many preconceived notions, these
concepts are so fundamental and familiar to us that we are
loathe to give them up, even today.

What is the smart quantum consumer to take away from
all of this? I am smelling our first lesson coming on, and it
is an extremely important one:

��� Lesson: Accept the weird if you have to, but don’t accept the logically
impossible.

Physics may be alien, uncanny, bizarre, and counterintu-
itive, but it cannot be inconsistent—at least not insofar as
experimental observation is concerned.

By the way, speaking of consistency, I will not always be
very precise with language. For example, I will routinely
refer to the tiny objects in question as “quantum parti-
cles,” even when they are acting like waves rather than
particles. Also, I will be rather vague about what “tiny”This is standard practice, so

don’t get confused. means, exactly. As a rule of thumb, this means objects
on the nanoscale or smaller, such as molecules, atoms, or

i.e., 1 nanometer, 10−9 m.
subatomic particles. In truth, however, the effective scale
at which things start to become “quantum” varies signifi-
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cantly with context. For the most part, we will not worry
too much about where and how this transition occurs, ex-
actly. except when discussing the

Schrödinger cat dilemma in
Sect. 4.3. . .The More Accurate description above may sound rather

innocuous, and it can sometimes lead people to go too far
in that direction, via the following:

��� Misconception !! There is nothing mysterious or weird about quantum
wave-particle duality; these are just two mutually compatible sides of the same
coin.

A classic example is that famous popularizer of science,
Isaac Asimov, who wrote1:

“A man may have many aspects: husband, father, friend, business-
man. . .You would not expect him to exhibit his husbandly behavior toward
a customer or his business-like behavior towards his wife.”

—Isaac Asimov

With all due respect to Uncle Isaac, this is not really
correct either. Something very peculiar really is going on
in quantum physics. There is no question about this; it is a at least insofar as our clas-

sically intuitive concepts are
concerned. . .

basic experimental fact, as we shall see. In any event, there
is more to wave-particle duality than the simple notion that
one and the same object exhibits different characteristics
under different circumstances, although that is certainly a
part of it.

��� More Accurate !! Wave-particle duality is very weird.

��� Lesson: Accept the weird in quantum physics. Don’t accept the notion that
the weirdness can be entirely “explained away.” It cannot be—at least not within
the context of our current understanding.

1from The New Intelligent Man’s Guide to Science (Basic Books,
New York, 1965).
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So what have we learned here? On the one hand, peo-
ple sometimes try to attribute more weirdness to quantum
physics than is really there, by imagining that it can sup-
port logical contradictions. On the other hand, others try
to explain away all of the inherent weirdness and mystery.
In my view, both tendencies are problematic and should be
avoided.

2.2 Quantum Probability Waves

What makes quantum wave-particle duality so strange
is the manner in which this duality manifests—and also,
the manner in which the quantum wave is interpreted. As
a bit of technical jargon, the wave is described by something
called the wavefunction—a theoretical construct whose pur-
pose is to tell us what the particle is doing. The wavefunc-
tion can never be measured directly, which may alreadyalthough see Sect. 4.2. . .

seem a bit strange. The really strange thing about it,
though, is that it behaves completely differently, depending
on whether or not the particle it describes is being observed.How does it know?

When the particle is not being observed (i.e.,
measured), it behaves like a wave. The wavefunction then
describes a delocalized “wave of probability,” spanning all
possible particle positions throughout space. The parti-
cle acts as if it is somehow able to explore all possibili-
ties simultaneously—in this case, all possible positions in
space. We thus say that the particle is in a “superposi-
tion” of position states. It has become wavelike, although
it is not necessarily true that the particle actually becomesWe do not know for sure, pre-

cisely because the particle is
not being monitored!

a wave. Over time, the wavefunction evolves according to
well-prescribed rules that tell us very precisely what hap-
pens to the set of all possible particle states. These rules,
moreover, are completely deterministic.The technical name for these

rules is the “time-dependent
Schrödinger equation” (see
Appendix I).

When the particle is observed, the wavefunction
also tells us what happens—but in a very different way.
First, it is an experimental fact that a quantum particle
is always observed as a particle—never as a wave nor as
multiple “copies.” So, when a measurement of a particle
is made, and a definite position revealed, the wavefunction
is said to “collapse” to the observed position. This is aThe wave of infinite possibil-

ities “collapses” down to just
one.



2.2. QUANTUM PROBABILITY WAVES 17

random process, in that the particular observed position
cannot be predicted in advance. However, it is not com- “Random” implies that the

wavefunction collapse is not
deterministic.

pletely random either, meaning that the particle is more
likely to show up in some regions of space than in others.
How do we know where it is most likely to turn up? The
wavefunction itself provides us with these probabilities. with exceedingly high accu-

racy. . .
The wavefunction, therefore, plays an interesting dual

role. On the one hand, it tells us how the particle explores This is reminiscent of the two
very different roles of DNA—
i.e., transcription and trans-
lation.

all of its possibilities when we are not looking at it; on the
other hand, it tells us where it will likely turn up when we
do look. Of the two, it is the second “collapse” role that
causes most of the trouble.

Since only particles can be measured—and not their
underlying wavefunctions—how do we know for sure that
wavefunctions really exist? The truth is, we don’t. It may
well be that wavefunctions are “real”; then again, there are
alternative theoretical constructs that also do the same job
just as nicely. In any case, the wavefunction construct is see Sect. 4.2.

certainly a useful one, providing “standard” quantum the-
ory with the means to make practical, concrete, quantita-
tive predictions.

The above teaches us another important lesson:

��� Lesson: Quantum physics is about exploring all possibilities. When they
are not being observed, quantum particles explore all possible states available to
them, such as positions in space.

This is true, but it needs to be interpreted correctly. Though
“all possibilities” are explored, this occurs only within the
confines of certain well-prescribed and highly constrained
rules. It definitely does not mean that “anything goes,”
which is simply not true.

��� Misconception !! Quantum physics is so weird that “anything can happen”
and nothing is certain.
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��� More Accurate !! Quantum physics is the most reliably accurate predictive
scientific theory ever devised.

It is worth pausing to consider what the More Accurate
description above really means. It means that there is, in
fact, very little wiggle room for a quantum theory. This is
one of the most important and basic things that many peo-
ple do not understand. They think that scientists use quan-
tum mechanics as an excuse to indulge in all sorts of wild
speculation. Sometimes scientists do speculate—especially
in new areas where there is not much data. That’s fine; you
have to get started with some kind of hypothesis.

But quantum physics is well beyond that point! Any
crazy, wild-eyed new quantum theory that someone comes
up with now had better agree with the reams of experimen-
tal data that have been amassed over the last 100 years.
Thus do we come upon another important lesson for the
smart quantum consumer:

��� Lesson: Any physical theory must agree with all relevant experimental
observations, or it has to be discarded.

There is little disagreement anymore, about what is ob-
served in the quantum laboratory; for the most part, this
is not where the debate is. On the other hand, where there
still is a bit of wiggle room—and likely always will be—is
in the interpretation of the theory.

All of that said, it is weird enough that quantum parti-
cles get to explore all possible positions when they are not
being watched. This causes enough headaches as it is—
both conceptual and also computational, if one is trying to
simulate how these things behave on a computer. In par-which happens to be what I

do for a living; the last thing
I want is to have to open
the door to even more bizarre
possibilities. . .

ticular, one has to worry about things like this happening2:

2with apologies to Charles Addams and The New York Times
(December 3, 2006).
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This sort of thing is not a “fluke” or rare occurrence in
quantum physics; it happens all the time. We will see something very

similar in the double-slit ex-
periment (Chap. 3).I conclude this section with a homage to the late great

Yogi Berra. Yogi Berra was an American icon. Yogi Berra
was a great baseball player and a great wit. Yogi Berra also
had many wonderful quotes that just happen to describe
quantum mechanics perfectly. In particular, there is a great
one involving the word “fork.” Unfortunately, it is difficult On the Web:

www.google.com.to get these quotes to appear in print for a reasonable price.
A shame. . .

Yogi Berra Yogi Bear

Separated at Birth?
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2.3 Heisenberg Uncertainty Principle

The notion of a Principle was big in the early days of
quantum physics. Everybody who was somebody had to
have one. Thus, you have your “Pauli Exclusion Princi-
ple,” your “Principle of Superposition,” your “Principle of
Complementarity,” and the “Born Rule,” which is actuallyThe Born Rule is what tells

us how to compute quan-
tum measurement probabili-
ties from the wavefunction.

a Principle. But for sure, without a doubt, the hands-down
Grand-Daddy of all the Grand Quantum Principles has got
to be the “Heisenberg Uncertainty Principle” (HUP).

Accordingly, it is perhaps not surprising that no aspect
of quantum physics has been more misunderstood than the
HUP. So let’s start straightaway with what the HUP is not.
It is most definitely not this oft-heard statement:

��� Misconception !! The Heisenberg Uncertainty Principle states that “no
measurement can be made of a quantum particle without affecting that particle.”

While the statement above (in quotes) is not wrong, it is
in fact always true in physics and has nothing to do with
quantum mechanics per se.

This latter statement is some-
times referred to as the “ob-
server effect.”

It is certainly true that the HUP implies that quan-
tum measurement is very different from classical measure-
ment. For instance, the latter can always be devised so as
to have minimal impact on subsequent measurements, at
least in principle. For many quantum measurements, this
is not possible even in principle; the system is necessarily
greatly altered as a result of measurement, regardless of the
particular measurement outcome. I will address quantumIt is better to say that the

system as a whole—including
both observer and observed—
experiences the change,
rather than just the measured
particle itself.

measurement issues more fully in Chap. 4.

For now, the main point is that the HUP is a limit-
ing principle; it limits the extent of knowledge that we
are allowed to have about quantum systems—at least, in
comparison with classical systems. Moreover, it is a fun-
damental property of all quantum systems and measure-
ment devices—rather than some lament about the limits
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of present-day experimental apparatuses. No matter how
technology progresses, we will never be able to get around although in a somewhat tech-

nical sense, this can be,
and already has been, accom-
plished (see footnote). . .

the HUP.3

So what actually is the HUP then? It is this:

��� More Accurate !! There is a fundamental limit to the precision with which
both a particle’s position and its velocity can be determined simultaneously.

The more carefully we measure a particle’s position, the less
well we can know its velocity (and vice versa). It can be assuming that the particle

even has a well-defined ve-
locity, which may not be the
case. . .

instructive to think of this state of affairs as being where
quantum wave behavior comes from. Consider that any
particle—in order to remain a “particle” (in the classical

i.e., localized in space. . .sense) over time—must possess definite values for both at-
tributes, position, and velocity. Conversely, in whatever
sense the HUP denies this possibility, it gives rise to a de-
localized, wavelike aspect of quantum particles.

We can see this explicitly in the following example. Sup-
pose you watch the arc of a baseball, after it has been
thrown. At each point in time along its trajectory, the thrown by a “classic,” say,

Sandy Koufax. . .baseball has both a definite position and velocity, as well
as other attributes that you can observe. But suppose that
at a given point in time, only the position of the baseball
is well determined and not its velocity. Then, in the next now this is clearly a baseball

thrown by Yogi Berra. . .instant of time, having a range of velocities available to it,
the baseball would effectively come to occupy a range of
different positions simultaneously. In other words, it would
become a wave of superposed position states.

Now, we can always measure a quantum particle’s po-
sition, and when we do so, we always find it to be in a
certain place—i.e., we find that it behaves like a particle.
But it does so only instantaneously. As soon as we look
away, the HUP dictates that the particle must start behav-
ing like a wave again—precisely because its velocity is not
well determined.

3http://www.emqm15.org/presentations/speaker-presentations/
yuji-hasegawa/

http://www.emqm15.org/presentations/speaker-presentations/yuji-hasegawa/
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��� Lesson: We cannot “see” all classical attributes of quantum particles at
once, the way we can for classical particles. At best, the unseen attributes have
undetermined values; at worst, they do not exist at all.

The above lesson exemplifies a very key point, probably
the most important of all—which is why you already saw
it in Sect. 1.2 and will see it again later on. Let me remind
you, also, that there really is no debate on this question,
which has been confirmed by experiment many times over.No experiment has ever mea-

sured precisely a particle’s
position and velocity at the
same time.

When we observe quantum systems, we are—in comparison
with classical observation—forever “partially blind.” This
has nothing fundamentally to do with the “smallness” of
quantum particles; as my coauthor John Terning is fondConsult John Terning’s part

of this book for an excellent
description of how quanta
manifest in practice, in elec-
trons, atoms, photons, and so
forth.

of saying, a giant microscope will not help us to “see” the
quantum world any better.

��� Lesson: Not everything in science can be completely understood! In partic-
ular, we can predict very accurately what happens in quantum experiments, but
we cannot necessarily explain how it happens.

On the other hand, a much more subtle question is
whether or not the unobserved attributes—known as “hid-
den variables”—actually exist for quantum particles, as
Einstein believed. This question is still not completely an-
swered. However, one thing is certain: if they do exist, then
they must behave very strangely.In jargon, they must be

global hidden variables. More
on that in Sect. 5.2. All of this serves to pose some interesting philosophical

questions. In particular, the question of whether something
exists if we cannot see it presents a profound epistemologi-
cal quandary. In effect, quantum physics and the HUP have“I like to think that the moon

is there even if I am not look-
ing at it”—another great Ein-
stein quote. . .

put the age-old “If a tree falls in the forest?” conundrum
on steroids. . .
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Werner Heisenberg, Uncertainty Prin-
ciple wunderkind, Director Max Planck
Institute for Physics Göttingen, Nobel
Laureate.

“Heisenberg,” blue meth wun-
derchemiker, California Institute of
Technology, Cofounder Gray Matter
Technologies.

Separated at Birth?



Chapter 3

Quantum Soccer: The
Double-Slit Experiment

3.1 A Reasonable Doubt

Based on the description in Sect. 2.3, a perceptive reader
might well question the reality of quantum probability waves
by posing something like the following scenario. Suppose
one observes a classical object, such as a bowling ball flying
down a lane. Halfway to the pins, the observer shuts his or In Sects. 1.2 and 2.3, it was a

baseball, and it will soon be-
come a soccer ball.

her eyes and keeps them shut until the ball reaches the end
of the lane. Can the observer predict with certainty which
path will be taken and which pins will be knocked over?
Certainly not. Due to his or her imperfect knowledge, it
is as if the bowling ball has become a “wave of probabil-
ity” across a superposition of possible outcomes, only one
of which will eventually be realized.

Of course, there is nothing at all mysterious going on
here. In reality, the ball follows a single path only; the
“wave” simply reflects the observer’s ignorance about which
path that is and does not influence the actual state of the
ball itself. We call this kind of wave a wave of “classical
statistical probability.”

Might something similar be going on in quantum phys-
ics? There are at least two reasons why the answer is a People like A. Einstein cer-

tainly hoped so.resounding “no.” The first we have already addressed: the

© Springer International Publishing Switzerland 2018
Y. Nomura et al., Quantum Physics, Mini Black Holes, and the Multiverse,
Multiversal Journeys, DOI 10.1007/978-3-319-41709-7 3
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HUP is a fundamental limitation that cannot be amelio-
rated through improved observation. Classical probability
waves, on the other hand, allow for any degree of observer
certainty, at least in principle. Indeed, for the above bowl-
ing ball example, all the observer needs to do to remove all
uncertainty is to keep his or her eyes open the whole time.an act which still has no effect

on the ball. . .
The second reason is a bit more subtle but also much

more weird. In classical statistical theory, the different
parts of the probability wave behave independently. Af-
ter all, only one path is the “real” path actually followed
by the classical object, which cannot be influenced by the
“paths not taken.” A quantum probability wave, on the
other hand, behaves much more like a tangible wave, in
the sense that different parts of the wave do interact with
each other.

For instance, when two parts of a tangible wave collide,
the result is often wave interference—a pattern of alternat-
ing “high” and “low” fringes, with a spacing that relates di-or “bright” and “dark,” in the

case of light waves. . . rectly to the wavelength. Classical probability waves never
manifest interference—behaving instead more like stereo-

though “never” is a slightly
dangerous word. . . typical “bell curves.”

Guess what quantum probability waves do?

The double-slit experiment is extremely important, be-
cause it provides a direct and dramatic example of quan-
tum wave interference, in the laboratory. It contains, as R.
Feynman once stated, “the only quantum mystery.” It is
conceptually very simple yet leads immediately to a seem-
ing paradox that defies all conventional explanation. Most
importantly for our purposes, however, it provides direct
experimental proof that something very weird really is go-
ing on.

Although the double-slit experiment is a staple in vir-
tually all elementary discussions of quantum physics, I will
address it in a slightly different way than most. In par-
ticular, I will break it down into a sequence of four sepa-
rate experiments—in an attempt to pin down exactly where
the weirdness is coming from. As we will see, however,
the weirdness cannot be pinned down. . .
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3.2 Single-Slit Experiment: Classical

The first experiment is so simple that you can easily repro-
duce it yourself. This is the classical single-slit experiment.
A soccer player stands at one end of a field, firing soccer In the lecture that preceded

this book, it was Carli Lloyd,
but it can be whomever you
wish.

balls at a wall with a single vertical hole or slit in it. For
each soccer ball that is kicked, we monitor and record what
happens to it over time. Then, we repeat the experiment,
many many times over. Note that only one ball is ever in
play at a time! This is very important to keep in mind.

Fig. 3.1 Classical single-slit experiment. Soccer balls
are fired one at a time toward a wall with a slit; many do
not make it through.

So what happens? Many of the balls will simply bounce
off the first wall; but some will go through the slit and
continue on to hit a second wall, placed behind the first, as
indicated in Fig. 3.1 above. The “goal” of the experiment is no pun intended. . .

to monitor—for all of the balls that do make it through the
slit—where they land on the second wall. We can expect
that most of the balls will land directly behind the slit, with
a few landing to either side. Very occasionally, there might
also be an outlier, a bit further out. After many many such
repeated observations, we build up a classical probability
distribution that looks like a bell curve:
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Fig. 3.2 Classical single-slit experiment. Those balls
that do make it through the slit form a bell-curve distribu-
tion on the far wall.

3.3 Single-Slit Experiment: Quantum

Next, we consider the quantum version of the single-slit
experiment. Imagine what happens when you shrink the
soccer balls down to the nanoscale. The balls now becomeThis one may be a bit harder

for you to try at home. . . quantum particles and as such can no longer be “seen” dur-
ing the course of their journey. As in the classical case,
each nano-soccer ball starts out as a particle, occupying a
definite position on the left end of the field, as indicated
in Fig. 3.3. Once kicked, however, we cannot say precisely
what happens. Something wavelike moves along, evidently
goes through the slit, and encounters the far wall. It is then
measured, causing it to “collapse” back into a nano-soccer
ball—a particle once more, with a definite location.

If you repeat this experiment many times, you will find
the same bell-curve probability distribution as in the clas-
sical case, i.e., Fig. 3.2. This does not seem so bad. True,
we don’t know exactly what happens at intermediate times,
but the final result is the same as before. We might there-
fore be tempted to imagine that quantum soccer balls are
just like classical ones, after all, with the “hidden” variables
behaving just like their classical counterparts.except for the fact that we

cannot see them. . .
If that were the whole story, then you would have most

likely never heard of a small, esoteric branch of science
known as “quantum physics,” and you would consequently
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Fig. 3.3 Quantum single-slit experiment. Nano-soccer
balls are fired towards the slit, and some reappear on the
far wall. What happens in between?

not be reading this book. Put another way, there is a reason
why one tends not to hear about the “quantum single-slit
experiment.” except from certain perverse

authors. . .

3.4 Double-Slit Experiment: Classical

Let’s scale the soccer balls back up to their usual macro-
scopic size, and redo the classical experiment—this time
with two slits, instead of one. Once again, we can follow
each soccer ball as it moves along each step of its path to
the far wall. We can expect about half of those paths to go Note that it makes no differ-

ence whether we keep our eyes
open or closed. . .

through the upper slit and about half through the lower slit.

Since there is only one ball in the air at a time, the
paths are completely independent. Each slit on its own
therefore behaves as in the single-slit experiment. The re-
sultant double-slit probability distribution is therefore just
a combination of two bell curves, one centered behind each
slit. . . . the final probability distri-

bution is that of Fig. 3.4 in ei-
ther case.
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Fig. 3.4 Classical double-slit experiment. The proba-
bility distribution is just the sum of two bell curves, one for
each slit.

3.5 Double-Slit Experiment: Quantum

Now we are ready for the main event, the quantum double-
slit experiment. Suffice to say, this case behaves nothing
like any of the previous three examples. The setup should
be straightforward by this stage, so let’s jump straight to
the punchline. When there are two slits, the quantum prob-
ability distribution on the far wall becomes this:

Fig. 3.5 Quantum double-slit experiment. What in
blazes is going on? Quantum wave interference, that’s
what.
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Figure 3.5 represents the fundamental quantum weird-
ness—something predicted by theory, and confirmed by ex-
periment many many times, yet still very strange to behold.
To quote R. Feynman more fully than in Sect. 3.11:

“This has in it the heart of quantum mechanics. In reality, it contains the
only mystery.”

—Richard Feynman

Among other oddities, Fig. 3.5 implies that there are points
on the far wall where the nano-soccer ball simply refuses
to ever land, no matter how many times you kick it. In
any event, Fig. 3.5 is an experimental fact, and it is for
this reason that we will probably never be able to explain
away quantum weirdness completely—no matter how hard
we may try.

So how can we hope to understand what is going on
in Fig. 3.5? Ironically, what makes this pattern so strange
is how familiar it is—but in the very different context of
tangible waves, i.e., fluids and light waves and such. This
is a wave interference pattern, caused by sending the wave
through both slits simultaneously and then allowing the two
parts to interact.

Figure 3.5 suggests that the nano-soccer ball literally
does become a wave when it is not being observed—how
else could it interfere with itself? This is a plausible con- Remember, in any given ex-

perimental run, there is only
one ball present.

tention, although one that is still subject to debate and in-
terpretation. What seems clear, however, is that each and
every nano-soccer ball that makes it past the first barrier
somehow does so by going through both slits at once. whether as wave, particle, or

wavicle, who can say?
We don’t need to take this lying down. In experimental

science, when a result is insufficiently clear, the standard
remedy is to devise a better experiment—one that tells you
more about what is going on. In the double-slit case, why
not modify the experiment by monitoring the slits them-
selves, to observe which slit the ball actually goes through?
What will we observe now—one ball going through one slit,
two balls going through two slits, or some sort of probability
wave? Feel free to hazard a guess

yourself, before reading on.

1from The Feynman Lectures on Physics, vol III (Addison-Wesley,
1965).
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The answer was already alluded to on p. 16: we observe
only one ball, going through only one slit. However, there is
a price to be paid for our curiosity; the nice, pretty wave in-
terference pattern of Fig. 3.5 is now completely obliterated
and replaced with the more mundane particle-like classical
probability distribution of Fig. 3.6 (and Fig. 3.4).We got what we wanted, but

we lost what we had.
So, to summarize, not only does the ball go through

both slits when we are not looking—thereby giving rise to
the wave interference pattern—as soon as we do observe
which slit it goes through, somehow this very act of ob-
servation itself destroys the pattern completely. This may
seem crazy, but in a strange way, it is actually necessary inor perhaps like a bargain with

the Devil. . . order to avoid paradox.

In particular, if the interference pattern were to persist
even after it was clearly established that every ball went
through only one slit, what could possibly be the cause?
Such a state of affairs would, in effect, constitute a log-
ical contradiction. Instead, quantum particles (it wouldRemember always our very

first lesson from p. 14! appear) very kindly spare us from such a catastrophe by
putting on their best behavior whenever we are there to
watch—in short, by monitoring us!

Fig. 3.6Quantum double-slit experiment. The setup is
just like Fig. 3.5, except that now we observe what happens
at the slits.
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As a reminder: all of the slit experiments as presented
in this chapter may be found on the companion website for
this book, in interactive animation form. So, if you did not On the Web:

www.mvjs.org.have at it back on p. 11 (or even if you did. . . ), feel free to
check these out now.



Chapter 4

The Plural Quanta: Expanding
the Wavefunction

The double-slit experiment—no matter how much it might
“make sense” according to its own weird internal logic—
nevertheless may leave you feeling like the victim of a grand
conspiracy. Trying to observe exactly how the interference
pattern is formed is a bit like trying to see a reflection of
yourself with your eyes closed. One may get the distinct
impression that quantum particles are mischievous little be-
ings, who only “play nice” when they know they are being
watched. If this is how you feel, then hold on to your hat,
because things will get a whole lot weirder. you ain’t (not) seen nothin’

yet. . .
First though, we will revisit the wavefunction—since un-

derstanding clearly what this entity is, and exactly how it
behaves, is evidently essential for a true understanding of
quantum mechanics itself. Indeed, much has been ascer-
tained over the years—the cumulative benefit of a century’s
worth of advances in experimental and theoretical method-
ology. Yet, despite our best efforts to poke and prod it, the
true nature of the wavefunction still remains as elusive as
ever.

It may not even exist at all.

© Springer International Publishing Switzerland 2018
Y. Nomura et al., Quantum Physics, Mini Black Holes, and the Multiverse,
Multiversal Journeys, DOI 10.1007/978-3-319-41709-7 4
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4.1 Many-Particle Wavefunctions

Let us start with the word function and what this word
implies.

��� Math Alert! In mathematics, a function is a map, f , that associates a
number with each element, s, of a set, S. Thus, s → f(s), where s ∈ S. Usually,
the set elements, s, can be uniquely identified using a continuous real-valued
variable, x, or a set of such variables, (x, y, z, . . .).

For example, if T denotes temperature, then the func-
tion T (x, y, z) represents temperature as a function of the
position in space (x, y, z). From the description up to this
point, one might well imagine that the quantum wavefunc-
tion (denoted ψ) is a function much like T (x, y, z). Instead
of representing the local temperature, though, it presum-
ably represents the probability that a given particle—when
measured—will appear at a given position.

This is kind of the right idea. Indeed, even scientists
often think of ψ in this way, either implicitly or explicitly.
Under a bit more scrutiny, however, we find that this idea
is quite wrong—in two somewhat subtle, but extremely im-
portant ways. In my opinion, most of the confusion about
quantum mechanics—confusion that persists to this day—
stems from a failure to keep one or the other of these two
points in mind.

The first misconception is simply this:

��� Misconception !! Quantum mechanics is a theory of individual quantum
particles. Each particle, A, B, C, etc., is described by its own wavefunction,
ψA(x, y, z), ψB(x, y, z), ψC(x, y, z), etc.

The above idea is nice, simple, intuitive, and just plain
wrong. If it were true, then measurement of particles could
never be correlated. As an example, if I were to measure the
position of the proton in a hydrogen atom, then that mea-
surement would tell me nothing at all about where its part-
ner electron is located—which, of course, is not the case.In reality, I can expect to

find the electron within a few
10−10 m from the proton—
with very high probability.
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According to statistical theory, in order to incorporate
correlations across two different variables, the probability
function must be a joint function of both of those variables.

��� More Accurate !! The quantum wavefunction describes the entire “quan-
tum system,” generally consisting of many particles. All particles in the system,
A, B, . . ., are described by a single wavefunction, ψ(xA, yA, zA, xB , yB , zB , . . .).

The upshot is that in quantum physics, you cannot just
consider what is happening to a single particle. The wave-
function properly describes only collections of particles and
is generally not reducible into separate pieces describing the
individual particles themselves. A quantum particle does
not have its own wave.

Conversely, a quantum wave is not strictly associated
with just a single particle—nor even with positions in space!!
ψ does not just tell me, say, the probability that particle
A will materialize in my left hand, when I measure its po-
sition. Rather, it tells me the joint probability that A ap- This is a bit of an oversimpli-

fication, but the jist is correct.pears in my left hand and B appears in my right (assuming
the quantum system consists solely of particles A and B).

Put another way, the “space” (or set, S) on which ψ
operates is not position space (x, y, z) but is actually far
larger. It is the space of all positions of all system parti-
cles, (xA, yA, zA, xB , yB , zB , . . .), known technically as con-
figuration space.

Configuration space has 3N
dimensions, where N is the
total number of particles.
You can see why trying to
solve quantum problems on a
computer quickly becomes a
huge challenge. . .

At this stage, you may well already be asking yourself
the most important question that quantum theory must
address: just what exactly constitutes “the quantum sys-
tem”? We will return to this seminal issue later on, but for and if you really want to bake

your noodle: “does the quan-
tum system include any ob-
servers?”

now, just think of “the system” as a collection of quantum
particles, and realize that this collection as a whole is what
is described by ψ, not the individual quantum particles
themselves.

��� Lesson: Be very wary of any description of a “wavefunction” that refers
to just a single particle. This is an idealization only, best avoided by the smart
quantum consumer.
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4.2 Wavefunction Measurement

In Sect. 2.2, we described the wavefunction as a theoretical
construct. However, in Chap. 3, we went on to show that ψ
can behave like a real tangible wave—e.g., it is capable of
interference. Is the wavefunction “real” or not? If so, can
it be directly observed? Of course, the answer depends on
what is meant by the question. To be precise, I am talk-
ing about measuring the wavefunction itself—as opposed
to measuring the particle(s) that it describes. Also to bethough obviously, ψ plays a

key role in particle measure-
ment, as discussed. . .

precise, by “wavefunction,” I am referring to the standard
mathematical ψ of standard quantum theory, as described
in Sect. 4.1 (and below). With these caveats, the answer to
the second question above is a resounding no!

��� Misconception !! Using sophisticated new experimental techniques, the
quantum wavefunction can now be directly observed in the laboratory—thus
definitively proving that the wavefunction really exists.

This is not the case—and if you are getting the hang of
this, you realize that it is not simply a matter of not yet
having the technological capability.

Wait a minute! How can I be so certain? What aboutOn the Web:
www.nature.com/nature/

journal/v474/n7350/

full/nature10120.html.

recent, headline-grabbing (and peer-reviewed) scientific pa-
pers that claim to have directly measured the wavefunction?
Were those experiments done incorrectly? No, the exper-
iments appear to be just fine. It is all a matter of how
one chooses to interpret the data that was generated—
with some interpretations being perhaps a bit more of a
stretch than others. One thing, however, is perfectly clear:caveat quantum consumer!

there is nothing in those experiments that suggests any new
physics or that otherwise contradicts any prediction of stan-
dard quantum theory. And yet, standard quantum theory
says that ψ cannot be directly measured, for reasons I will
explain in the latter part of this section.Math Alert! some of this will

be a bit technical. . .
It is important, also, to bear in mind that no experiment

that has ever been performed has proven the existence of
ψ. When we hear that something has been “measured,” we
are naturally inclined to infer that it must therefore surely
exist. After all, how could we possibly measure something
that is not real? Rest assured, this kind of logic does notghost hunters also thrive on

this sort of logic. . . apply to wavefunction measurement experiments. To be
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sure, something is being measured in those experiments.
Moreover, that something could, in a sense, be interpreted
to be related to a kind of wavefunction—but it could also
just as easily be interpreted as something else. more on this alternative a bit

later in this section. . .
So what are these quantum wavefunction measurement

experiments actually doing? At the end of the day, these ex-
periments are still extremely impressive and certainly merit
a brief discussion here. What they do is to apply a partial Google “quantum tomogra-

phy” or “weak measurement”
to learn more.

measurement of a quantum particle that is nondestructive.
This means that the wavefunction does not collapse, but it
is nevertheless influenced by the measurement—the wave This kind of measurement is

called a weak measurement.of probability “narrows” down to fewer possibilities but is
still a wave. Then, at a later time, a second measurement is
performed, causing the wavefunction to collapse. This pro- i.e., a conventional, complete

or strong measurement. . .cedure is then repeated many times, with statistical prob-
abilities gathered for each possible outcome of the second
measurement. From these statistics, the influence of the
first, weak measurement on the wavefunction can be deter-
mined.

��� More Accurate !! Using quantum tomography and weak measurement
techniques, an “effective” single-particle wavefunction can be mostly inferred, from
a large sequence of separate experiments on completely different quantum parti-
cles.

Make no mistake, this kind of quantum-level manipula-
tion—i.e., demonstrably “massaging” the wavefunction with-
out causing it to collapse—is very very cool. These are
great experiments, producing truly spectacular results. As
a reality check, though, keep in mind that each individual
experimental run is performed on a completely different
particle. The experiment only “simulates” a single parti-
cle (and wavefunction) by attempting to prepare all of the
particles in nearly identical initial states. Moreover, all of
this assumes that it even makes sense to think in terms of
single-particle wavefunctions in the first place—a practice
which we know to be somewhat suspect. The independent existence of

ψA(x, y, z) would cease the
instant particle A became
“entangled” with B.

In any event, the broader lesson here is the following,
which has not really changed much since Max Born first
laid it out for us in the late 1920s:
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��� Lesson: The wavefunction ψ cannot be observed—at least, not directly, not
in its entirety, and not as this quantity is defined in standard quantum theory.

I will now provide some reasons why this is the case, re-presumably noncontroversial
reasons. . . sorting to what standard quantum theory itself says about

ψ and its measurement.

The first reason has already been presented—the wave-
function describes a collection of particles, not individual
particles. The second reason is more philosophical: accord-
ing to the standard quantum theory, the wavefunction is
to be interpreted as a theoretical construct that provides
information rather than an actual physical entity. It can-
not be directly measured because it, itself, is the thing that
determines what happens when any measurement occurs.

The next reason will first require a bit more explana-
tion about the nature of ψ waves, according to standard
quantum theory.

��� Math Alert! double trouble!! The following discussion will
be rather technical; some readers may wish to move on to Sect. 4.3.
Conversely, others may prefer the even more detailed reddit post,
listed in the marginal note below.

In Sect. 4.1, when introducing ψ, I alluded to two subtleOn the Web:
http://redd.it/1xxmfl. and confusing points but only discussed the first one. The

second one is this:

��� Misconception !! The quantum wavefunction ψ is a probability distribution
function—i.e., a function whose values are positive real numbers everywhere, and
whose integration over all space yields one.

��� More Accurate !! In fact, ψ is a complex -valued function, whose square
amplitude is the probability distribution, i.e., ρ = ψ∗ψ = |ψ|2.
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It would be great if we could express all quantum me-
chanical results in terms of ρ, instead of ψ, but we can-
not. Because it maps to complex numbers rather than
real numbers, ψ contains more information than does ρ—
information that turns out to be necessary. Quantum weird-
ness, it seems, requires the extra information that complex
numbers provide.

Just what exactly is a complex number, anyway?

��� Math Alert! You may recall from math class that a single complex number,
z, consists of two real numbers, x and y, in the relation, z = x+ iy, where i is the
square root of −1.

Of course, the number −1 has no square roots—no real -
valued square roots, anyway. Thus were “imaginary” num-
bers, such as i and iy, born (note that iy is the square root Best cookie fortune ever:

“your problems are com-
plex: part real and part
imaginary.”

of −y2). A complex number, then, is one that thus has
both real and imaginary parts.

One can regard a complex number as a point in the
(x, y) plane, as indicated in the marginal figure. For ψ,
however, it is better to think in terms of “polar” coordi-
nates (r, φ), where r is the modulus or “magnitude” of z
and φ is the orientation angle or complex phase. Note that
r2 = |ψ|2 = ρ is the probability. The extra, complex phase

Real/imaginary (x, y) and
magnitude/phase (r, φ) de-
compositions of the complex
number, z.

information, on the other hand—i.e., the “clock” reading
on the complex “watch dial”—is a bit harder to interpret
physically. However, this is also important, because it is
where quantum wave interference comes from.

Specifically, consider two parts of a quantum wave, 1
and 2, that are combined together. If the corresponding
complex phase values, φ1 and φ2, are similar, the result is
constructive interference (i.e., high probability, as in the
middle peak in Fig. 3.5). Conversely, if the phases point
in opposite directions—2 o’ clock and 8 o’ clock, say1— I am indebted to R. Feyn-

man’s excellent book for this
picture (see footnote).

then the contributions tend to cancel, leading to destructive
interference (and low probability).

What does this have to do with measuring wavefunc-
tions? Standard quantum theory tells us that only relative

1R. Feynman, QED: The Strange Theory of Light and Matter
(Princeton University Press, 1988).
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phase—the difference in complex phase angles, (φ2 −φ1)—
has physical significance. The absolute phase values, φ1 and
φ2—i.e., the o’ clock values themselves—mean nothing. If
I were to “advance the clock” across all parts of ψ by the
same amount, then the result would be no change. The newThis is a simple example of

a “gauge freedom,” if you
have heard that term bandied
about.

ψ would describe exactly the same physical system as the
old. Absolute phase is therefore not uniquely defined for a
given physical system and can therefore only be regarded
as a theoretical construct.

��� Lesson: Absolute phase has no physical significance, and can never be
measured. At best, all that can be achieved experimentally is an indirect measure
of the relative phase. Be wary of reports that claim otherwise, or that do not
clearly distinguish the two types of phase.

There is one final reason why the wavefunction may not
be directly measurable or, at least, why no measurement
can prove its existence. That is because it may not exist
at all. There are now alternate formulations of quantum
theory that use only “trajectories” (paths through configu-
ration space), instead of waves. Moreover, these are em-On the Web:

http://redd.it/1r6kfc. pirically indistinguishable from the standard wave-based
theory—meaning that no experiment can ever determine
which theory is correct. Put another way, so long as theyalthough a hypothetical future

experiment could conceivably
prove both approaches incor-
rect. . .

continue to validate the predictions of standard quantum
theory, then every quantum experiment that is performed
can be interpreted either in wave terms or in trajectory
terms.

Ironically, this is even true for experiments designed to
“measure the wavefunction,” like those described above! In-
deed, similar weak measurement experiments were recently
conducted to observe the trajectory—rather than wave—
aspects of a quantum system. The bottom line is thatOn the Web:

www.emqm15.org/

presentations/

speaker-presentations/

aephraim-m-steinberg.

neither ontology is “proven” or “refuted” by these experi-
ments; they simply offer different vantage points from which
one may choose to interpret the same experimental data.

4.3 Collapse and Schrödinger’s Cat

We have established that the wavefunction describes a col-
lection of particles—being a function of their configuration
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space, i.e., ψ = ψ(xA, yA, zA, xB , yB , zB , . . .). What, then,
can be said about the individual particles that make up
the collection? According to one extreme view, “nothing
at all”:

��� Misconception !! (??) A quantum system forms an “undivided whole”
whose pieces have no individual existence.

I use question marks here, because there might be a sense
in which this could be regarded as a true statement. Many
people have used language like “undivided whole” to de-
scribe quantum physics—even bona fide philosophers and
physicists such as D. Bohm. to say nothing of the more

“pop” quantum authors. . .
Nevertheless, in a practical sense, I think it may be

more helpful—and certainly less controversial—to state it
this way:

��� More Accurate !! The context (environment) of a quantum particle influ-
ences its behavior in a way that is totally different from our intuition about the
physical world.

Irrespective of the extent to which they can be said to “lose
their identity,” multiple quantum particles do exhibit some
really weird behavior, such as nonlocality—a kind of long-
range interconnectedness. Again, I stress that nonlocality We will explore nonlocality in

detail in Chap. 5. . .is an empirical fact, which has been verified countless times
in the laboratory. In any case, the current lesson for the
smart quantum consumer is this:

��� Lesson: Quantum physics is all about context.
Note: Though this statement might make some post-modernist intellectuals brim
with glee, it has to be—well, taken in the proper context.

So much for particle interconnectedness inside the quan-
tum system. What about interactions between the quan-
tum system and the outside world—or more succinctly, be-
tween the “observed” and the “observer”? In Sect. 2.2, we
saw that these two entities are treated completely differ-
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ently. One problem is that it is not clear what attributes
the observer must possess, in order to justify the special
treatment. Can the “observer” be just any other quantum
particle? If so, then what makes it different from the sys-
tem particles? Perhaps the “observer” must be a large ori.e., why isn’t it simply added

to the system? macroscopic object, such as a Geiger counter? Many have
postulated that there must be some as-yet-undiscovered col-
lapse mechanism that prevents wave superposition states
from persisting up to the macroscopic scale. Others have
gone further, suggesting that observers must be consciousWe will revisit these ideas in

Sect. 6.2. beings and/or humans.

A closely related issue is the lack of a natural boundary
between the “inside” and the “outside” of a quantum sys-
tem. This is a serious problem, because what happens on
either side operates via very different physics. In particular,

Schrödinger’s cat may well
be both dead and alive, but
his mistresses were most def-
initely alive. It is said that he
developed his famous equation
while on a ski trip with one of
them.

inside the quantum system, the delocalized ψ evolves deter-
ministically, in accord with the Schrödinger equation (see
Appendix I). Outside the quantum system, the observer
has the capacity to measure the system, thereby causing a
seemingly random collapse of ψ. So, where does one draw
the line? What happens, for instance, if one places an ob-
server or measurement device inside the quantum system?
This leads straightaway to Schrödinger’s cat.

So, on to the kitties. Schrödinger originally proposed
his famous feline thought experiment for the same rea-
son that Einstein proposed EPR (Chap. 5)—i.e., to demon-
strate that standard quantum theory leads to absurd re-
sults. He did this by simply drawing the quantum “box”
large enough to include macroscopic objects. What in ef-
fect then has to happen is that macroscopic objects—just
like their nanoscale cousins—wind up in an indefinite su-
perposition over macroscopically distinguishable states.

To drive the point home, Schrödinger came up with
a rather sadistic but stark example, in which the state
of a quantum cat becomes correlated with that of a sub-
atomic particle. As a result, the same superposition of pos-You don’t know Schrödin-

ger’s cat? Really? Google it
right now!

sibilities that describes the particle also describes the cat,
which is therefore now in a “wave of superposition” be-
tween alive and dead states (Fig. 4.1). Of course, we never
observe cat waves nor superpositions of cats that are both
alive and dead at the same time. Therefore, according to
Schrödinger, standard quantum theory must be wrong or
at least incomplete.
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Fig. 4.1 Schrödinger’s cat experiment. What in blazes
is going on? Quantum superposition, that’s what.

Although the issues raised by Schrödinger do pose a
real problem for quantum theory, today we know that his
final conclusions were not entirely correct. Like Einstein,
Schrödinger believed in hidden variables, and he took it as
read that kitties cannot exist in superposition states. The
early debate therefore centered on one of two possibilities:

1. The wavefunction must somehow collapse long before
the macroscopic scale is ever reached.

2. Quantum theory must be incomplete (e.g., there must
be hidden variables that determine a single, definite
outcome).

This debate was natural, given the state of affairs at
the time. Looking back though, with the benefit of nearly
100 years of hindsight, we now know a few important things
that the “founding fathers” did not know (or at least not
fully): It is interesting to speculate

how these might have changed
the debate at the time, had
they been known.1. Even if a macroscopic observer were a part of the

quantum system, other objects could still appear to
that observer to be in definite states. Google “quantum decoher-

ence” to learn why.
2. Double-slit-type experiments have now confirmed that

very “large” objects can be put into superposition “large” in a quantum
sense. . .states (manifesting as self-interference).

3. EPRB experiments have now confirmed the pheno-
menon of quantum nonlocality (Chap. 5).
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Point 1 above tends to invalidate Schrödinger’s original
argument, in the following sense: we can no longer rely on
our lack of direct observation of macroscopic superposition
states as evidence that such states do not persist up to the
macroscopic scale.

Point 2 is a truly striking development of the last 30 years
or so. Naturally, the earliest double-slit experiments were
conducted with small things—neutrons, electrons, photons,
etc. Researchers then worked their way up to atoms, small
molecules, and now, large molecules. Indeed, they are now
literally using nano-soccer balls!! (Chap. 3)—comprised ofin the form of the C60

molecule, aka “bucky ball”
or “fullerene,” which has ex-
actly the same geometry as a
soccer ball.

60 carbon atoms and hundreds of electrons.

It goes way beyond this, even. Very recently, simi-

On the Web:
www.emqm15.org/

presentations/

speaker-presentations/

markus-arndt.

lar experiments were reported using substantially larger
biomolecules, comprised of over 800 atoms and many thou-
sands of electrons. Moreover, superconducting quantum
interference devices∗ have been used to construct superpo-

∗affectionately known as
SQUIDs. . .

sition states of billions of electrons. Even if one were to
regard the most recent experiments as being not yet con-
firmed, the basic conclusion suggested by these experiments
seems clear: it appears there may not be any scale beyond
which the wavefunction must necessarily collapse. I be-
lieve this knowledge would have astounded the founding
fathers—as much as the third “nail in the coffin” above,If large objects such as cats

and people can be superposed,
what does this say about par-
allel universes? See Sect. 6.2.

i.e., Point 3, the subject of the next chapter.

Separated at Measurement?



Chapter 5

The “Spooky” Quantum:
Nonlocality

5.1 Entanglement and Hidden Variables

This chapter deals with nonlocality in quantum mech-
anics—or what is very often called “spooky action at a dis- On the Web:

http://forteana-blog.

blogspot.com/2013/05/

spooky-action-at-

distance.html.

tance,” in deference to a famous Einstein quote.1 However,
Einstein said this while he was still living in Germany, and
things spoken in German often seem to have a bit more
heft. So this being a particularly weighty topic, I hereby
present Einstein’s quote in the original German: “spukhafte
Fernwirkung.” the German also just sounds

plain spookier. . .
As discussed in Sect. 1.2, the quote pertains to the

famous EPR thought experiment and “paradox,” which
Einstein took as proof that standard quantum theory must
be incomplete. EPR begins innocently enough, with the thereby demonstrating the

limits of thought experiments;
sometimes you just have to
do things in the lab. . .

creation of two quantum particles that are entangled. All
that this means is that the combined wavefunction,
ψ(xA, yA, zA, xB , yB , zB), cannot be decomposed into sepa-
rate pieces for the individual particles, ψA(xA, yA, zA) and
ψB(xB , yB , zB). This is the usual situation in quantum
mechanics and is therefore not yet controversial; it simply
implies that the two particles are statistically correlated.

The next step is to separate the two particles by a
very large distance. A detector then measures particle A, being careful not to measure

them in the process. . .collapsing it down to one definite state. What does this

1Letter from Einstein to Max Born, 3 March 1947.
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do to ψ itself? In general, ψ transforms instantaneously
into a new wave that describes particle B only—but that
depends on the outcome of the A measurement. Thus,This dependence is indicated

by the superscript, “(A).” ψ → ψ
(A)
B (xB , yB , zB). The statistics for a subsequent mea-

surement of B will thus also depend on the outcome of the
A measurement. This is true even if the two measurements
are so well separated that not even light can travel between
them.

Here, then, is the “dilemma,” as Einstein saw it. If ψ
were the complete description of reality, as claimed by stan-i.e., if ψ were a physical en-

tity. . . dard quantum theory, then spukhafte Fernwirkung must be
invoked to account for the instantaneous effect on parti-
cle B brought about by measurement of particle A—thus
violating relativity theory. If, on the other hand, ψ merelywhich by that time was com-

pletely unchallenged. . . represents classical probability, then instantaneous collapse
poses no problem whatever—what has changed is not the
state of particle B itself but only our knowledge about B. In
this scenario, both measurement outcomes are determinedThis is a bit of an oversimpli-

fication, but the jist is correct. in advance and described by hitherto-unknown hidden vari-
ables. This was the view that Einstein espoused.

��� Misconception !! The EPR “paradox” stems from the fact that measure-
ment outcomes of two distant entangled particles, A and B, are statistically cor-
related.

5.2 Bell’s Theorem

��� More Accurate !! Correlation per se is not the relevant issue; the particles
could have been correlated right from the beginning. However, this would imply
the existence of hidden variables.

The above is also known as the “Bertlmann’s socks”
idea: each sock of a pair is mailed to a different location.
One sock package is opened, and the recipient instantly
knows the color of the other sock—since pairs of socks al-
ways have the same color. Of course, both sock colors wereironically, though, Bertlmann

always wore different colored
socks. . .

determined all along! Thanks to the sock-color hidden vari-
able, there is no need for one sock to send a faster-than-light
signal to the other. This idea is sensible, elegant, and rea-
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sonable, and it is no wonder that it had Einstein’s seal of
approval. However, it also happens to be completely wrong,
at least in the context of quantum physics.

How do we know that it is wrong, since we cannot “see”
wavefunctions (or hidden variables) directly? We know this
because of something called Bell’s Theorem. In 1964, John
Bell conducted a theoretical analysis of the EPR thought
experiment. In particular, he examined statistical correla-
tions in the joint probabilities for combined measurements
of A and B. A crucial caveat is that these must include
incommensurate attributes—such as position and velocity,
which are subject to the HUP (Sect. 2.3).

Applying his analysis to local hidden variable theories, characterized by classical-like
probability waves, of the sort
preferred by Einstein. . .

Bell discovered that all such theories must satisfy a certain
inequality—i.e., C ≤ B, where C in some sense represents
the actual amount of correlation and B is the maximum
correlation that classical statistics will allow. By specifying
a numerical value for B, Bell’s inequality provides an up-
per bound for C. However, by applying the same analysis
to standard quantum theory, Bell discovered that in some
cases this predicts. . .C > B ! The statistical correlation drum roll, please. . .

present in quantum measurements is simply too great to be
characterized as classical probability. in a sense, this is due to neg-

ative probabilities as we will
see in Sect. 5.5This was a profound discovery, because it meant that

On the Web:
www.emqm15.org/

presentations/

speaker-presentations/

nicolas-gisin/.

hidden variables were now experimentally verifiable. It was
not long before experimentalists set out to do exactly that—
e.g., J. F. Clauser, A. Aspect, C. Alley, N. Gisin, A. Zeil-
inger, and others. In what must by now come as no sur-
prise, nonlocal quantum correlation as predicted by stan-
dard quantum theory was vindicated—and local hidden
variables refuted—in every single case. Such experimen-

Global hidden variables may
still exist. Recent experi-
ments have focused on closing
down a few remaining “loop-
holes,” pertaining to possible
measurement device correla-
tion.

tal validation of quantum nonlocality has now been pushed
to extreme limits. In 1997, Bell inequality violations were
observed at a distance of over 10 km. Moreover, if entangled
particles are exploiting faster-than-light communication, it
has been established that such signals must travel at at least
one million times the speed of light.
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5.3 EPRB as a Game of Coin Toss: Classical Version

A detailed, blow-by-blow account of what happens in the
quantum EPRB experiment would be quite involved—requi-
ring a technical exposition of esoteric quantities such as spin
that I do not wish to burden you with. At the same time,although see Appendix I. . .

I do not believe in watering things down any more than
is necessary. So, what I have prepared instead is an ex-
act description of the EPRB experiment—accurate in every
detail, including the numerical values used—except “trans-
posed” into a context that you may find more familiar.

Welcome to the Quantum Coin Toss Game!2

��� Math Alert! There will be a tiny bit of mathematics here, but it is nothing
more challenging than a Sudoku puzzle. If you have ever solved one of those in
the back of an inflight magazine on a short plane ride, then you already have what
it takes to become an EPRB master.

We start with the classical version of the game. Imagine
a pair of identical coin detectors, shown on the left and
right sides of Fig. 5.1. There is no connection between themI have placed them as far

apart on the page as I can, but
imagine them to be as distant
as you like.

nor any way for them to communicate. The detectors are
designed so that every time they accept a coin, they answer
a single yes-or-no question about that coin—depending on
a user-specified setting. For example, both of the detectors
below are currently set to inform us whether the next coin
received is “heads” or “tails”—indicated by the upper orAssume that the detectors

never make a mistake, or
break down.

the lower light bulb flashing, respectively.

head       dime         US   

tail         nickel        CA 

head       dime         US   

tail         nickel        CA 

Fig. 5.1 Classical EPRB experiment. Two identical
coin detectors are both set to register whether the next
coin received is “heads” or “tails.”

Now imagine a machine that magically conjures up
money out of thin air—alas, only nickels and dimes! Also,

2With apologies to David Mermin and Boojums All the Way
Through (Cambridge University Press, 1990).
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for some reason it creates Canadian as well as American
coins, with either tails up or heads up. Finally, each time
you operate the machine, you get a pair of coins, which are two for the price of one. . .

The coins are clearly proxies
for entangled quantum parti-
cles.

identical in all respects listed above. However, the orienta-
tion, nation, and denomination for the coins generated in
a given run are completely random. This means that each
of the 2 × 2 × 2 = 8 possibilities is equally likely and also
that there is no correlation from one run to the next.

We are ready to begin the game. In Fig. 5.2, we see that
the money machine has created two American dimes. The
machine tosses one coin in the direction of each detector,
which dutifully accepts its respective coin and flashes one
light bulb. Based on their current settings, both detectors
flash their upper bulbs, because both coins are indeed heads
up. Of course, we know this because we are now playing
classical coin toss, which means that we can instantly see The quantum version of the

game is much more fun.all attributes of both coins.

head       dime         US   

tail         nickel        CA 

head       dime         US   

tail         nickel        CA 

Fig. 5.2 Classical EPRB experiment. Two US dimes
are created and tossed into their respective detectors, caus-
ing both upper bulbs to flash.

Here are a couple more runs, with both detectors still
set to measure “tails” or “heads.” Both runs happen to be
“tails,” causing the lower bulbs to flash (Fig. 5.3).

head       dime         US   

tail         nickel        CA 

head       dime         US   

tail         nickel        CA 

Fig. 5.3 Classical EPRB experiment. The next two
runs are both “tails.”
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head       dime         US   

tail         nickel        CA 

head       dime         US   

tail         nickel        CA 

Fig. 5.3 (continued)

Let’s make it a bit more interesting, by changing up the
settings on our devices—turning them into “nickel/dime”
rather than “tail/head” detectors (Fig. 5.4):

head       dime         US   

tail         nickel        CA 

head       dime         US   

tail         nickel        CA 

head       dime         US   

tail         nickel        CA 

head       dime         US   

tail         nickel        CA 

Fig. 5.4 Classical EPRB experiment. Both detectors
are now set to register whether the next coin received is a
nickel or a dime. It is a dime.

You get the idea.

You may have also noticed that for every run so far,
the same bulb flashed on both detectors. Of course, this is
because in every case, both the detector settings and the
coins were identical. The only way to get different bulbs to
flash in a single run is to use different detector settings. So
let’s play the game one more time, with the left detector on
the tail/head setting and the right on nickel/dime. Indeed,
this time around, we find that opposite bulbs flash:

Assuming that the two detectors are on different set-
tings, how often can we expect opposite bulbs to flash?
Because the runs are completely random, we can easily an-
swer this question by simply making a table of all eight
possible coin types. In Fig. 5.6 below, we work through the
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head       dime         US   

tail         nickel        CA 

head       dime         US   

tail         nickel        CA 

Fig. 5.5 Classical EPRB experiment. The only way to
get opposite bulbs to flash is to use different settings for
the two detectors.

case where the detector settings are those of Fig. 5.5. How-
ever, the specific attribute settings do not really matter, so
long as they are different for the two detectors.

Coin Left Right Both 
head dime US up up same 
tail dime US down up opposite 
head nickel US up down opposite 
tail nickel US down down same 
head dime CA up up same 
tail dime CA down up opposite 
head nickel CA up down opposite 
tail nickel CA down down same 

Fig. 5.6 Classical EPRB experiment. Outcomes for all
eight possible coin types, for detectors set as in Fig. 5.5.
Half of these lead to opposite bulbs flashing.

So, the classical EPRB “coin toss” experiment, per-
formed with different detector settings, leads to opposite
bulbs flashing exactly 50% of the time. Note that the bulb If the experiment is repeated

many times and 50/50 statis-
tics are not obtained, the
money machine is not com-
pletely random.

pattern in the first four lines of Fig. 5.6 is identical to that
of the last four lines. This is because neither detector is
currently set to discern US vs. CA money, so the behavior
has to be the same for both.
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5.4 EPRB as a Game of Coin Toss: Quantum Version

Quantum coin toss is very different from classical coin
toss. To begin with, we cannot “see” the coins directly—
as denoted by the blurred gray discs in Fig. 5.7. Our only
“eyes” are the detectors themselves. However, we do know
that the two coins generated in each run of the money ma-
chine are still identical. It is therefore prudent to always
place the detectors on different settings. That way, we get
two pieces of information out of every run, rather than just
one. Of course, there is always one attribute that will elude
us, no matter how we adjust the settings. On the other
hand, to quote a famous celebrity:

“Two Out of Three Ain’t Bad.”

—song by Meat Loaf

head       dime         US   

tail         nickel        CA 

head       dime         US   

tail         nickel        CA 

? 
the quantum mystery 

? 

Fig. 5.7 Quantum EPRB experiment. Coin attributes
can no longer be “seen” directly. Different detector settings
now lead to opposite bulbs flashing 75% of the time.

Although we cannot measure all three attributes foressentially because they are
incommensurate (Sect. 5.2). quantum coins, that does not by itself imply that the fi-

nal statistics will be any different than for classical coin
toss. If they are the same, that suggests hidden variables—Consider the classical and

quantum single-slit experi-
ments (Chap. 3). . . but then
again, consider the double-
slit experiments. . .

all attributes are well defined at all times, even though we
cannot see them. Otherwise, it may suggest nonlocality
and/or that attributes are determined only at the time of
measurement.

So which is it in this case? When the settings are dif-
ferent for the two detectors, the quantum statistics are rad-
ically different from the classical statistics. In particular,
opposite bulbs flash 75% of the time, instead of 50%. This
is both theoretically predicted and experimentally validated.according to standard quan-

tum theory. . . A detailed probability breakdown, based on the only in-
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formation now available to us (i.e., from the four possible
detector outcomes), is provided in Fig. 5.8.

Coin Left Right Both Classical Quantum 
head dime ? up up same 1/4 1/8 
tail dime ? down up opposite 1/4 3/8 
head nickel ? up down opposite 1/4 3/8 
tail nickel ? down down same 1/4 1/8 

Detector Probability 

Fig. 5.8 Quantum EPRB experiment. All four possi-
ble measurement outcomes, for detectors set as in Fig. 5.7.
Opposite bulbs flash 75% of the time.

The probabilities are now correlated ; for some reason,
quantum mechanics prefers to see nickels with heads and
dimes with tails. Why? If you like, this is another man-
ifestation of the quantum mystery. But lest we get too
far ahead of ourselves, let us now play a new game called
“What If?”. In this game, we become lawyers or detec-
tives, trying to sniff out every scenario that might account
for the unexpected quantum behavior. Perhaps by playing
the “What If?” game, we can find some mundane explana- or the “WTF” game, if you

prefer. . .tion, after all.

Playing the “What If?” game:

1. Could the quantum results be a statistical fluke? No.

2. Could the two quantum coins actually be different? No.

3. What if the quantum money maker itself were not completely random? Leads
to negative probabilities.

4. Could the two detectors be in contact with the money maker? No.

5. Could the two detectors (or coins) be in contact with each other? No.

6. What about time travel or faster-than-light signaling? Unlikely.
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5.5 Playing the “What If?” Game

The above is a list of potential “mundane” explanations
that have been proposed to account for the experimentally
observed quantum EPRB results. In this section we discuss,
in turn, the reasons why each of these explanations can be
pretty much ruled out.

Explanation 1 is the most obvious: perhaps if we were to
conduct many more runs, we might converge to a 50/50 dis-
tribution eventually? This suggestion has been thoroughly
ruled out—i.e., a sufficient number of experimental runs
have been performed to confirm the 75/25 distribution with
virtual statistical certainty.

Explanation 2 is also obvious: since we cannot see the
two coins, perhaps they are not actually the same? We can
easily test this idea, simply by going back to using the same
settings on both detectors. When we do this, we find that
the same bulb always flashes on both detectors—confirming
that the two particles must indeed be identical.

Explanation 3 suggests that the quantum money maker
produces coins with correlated attributes—which seems in-
evitable, given Fig. 5.8. The problem is that the proba-
bilities are actually too correlated to correspond to any
classical distribution—which we now demonstrate with the
Grand Sudoku Challenge.or “Magic Cube Challenge” if

you prefer. . .
Assuming all three coin attributes have definite values,

then there are eight possible quantum states in all, exactly
as in Fig. 5.6. In the classical case, all eight states have the
same probability of 1/8. Our goal is to determine the cor-
responding quantum probabilities. It is natural to arrangewhich we know must be differ-

ent, due to correlation. . . these into a 2× 2× 2 “Rubik’s cube,” as in Fig. 5.9. Each
axis represents a different attribute, and the distance along
a given axis represents the attribute value, “down” (0) or
“up” (1).For example, the lower left

(white) corner of the cube in
Fig. 5.9 represents the state
“(1,0,0)” or “US, nickel,
tails.”

Our quantum coin detectors do not give us the eight
state probabilities directly, but they do provide probabili-
ties for any attribute pair. These are listed for the “denomi-
nation-orientation” pair in Fig. 5.8 and also in the lower-left
2×2 square in Fig. 5.9. Detector probabilities for the other
two attribute pairs are identical, as seen in the upper and
lower-right 2 × 2 squares in Fig. 5.9. Now, each detector
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nation 

orientation 

denomination 

3/8 

3/8 

3/8 
1/8 

1/8 

1/8 

1/8 
3/8 

3/8 

3/8 
1/8 

1/8 

Fig. 5.9 The Grand Sudoku Challenge. Find the 8
numbers comprising the 2× 2× 2 cube that add up to the
numbers indicated in each 2× 2 square.

probability must equal the sum of the corresponding state
probabilities over both values of the unmeasured attribute.
For example, p(0, 0, 0) + p(1, 0, 0) = 1/8, which we know and also from the lower-left

corner of the lower-left square
of Fig. 5.9. . .

from the last row of Fig. 5.8.

��� Math Alert! More generally, any pair of adjacent corners in the 2 × 2 × 2
cube of Fig. 5.9 must add up to the value indicated in the corresponding square.
The challenge is to find the eight state probabilities that accomplish this. Can
you solve the Grand Sudoku Challenge?

In fact, there is a unique solution. Because of the high
symmetry, there are only two distinct types of corners: (1)
the “extreme” corners, (0, 0, 0) and (1, 1, 1), and (2) all
other corners. Thus,

p(0, 0, 0) = p(1, 1, 1) = a

p(〈all others〉) = b.
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Now we need to only solve for two numbers, instead of
eight—which is easy to do from the requisite sums:

b+ b = 3/8 ; b = 3/16

a+ b = 1/8 ; a = −1/16

So there is a solution, but it requires negative probabili-
ties, which are not permitted in classical probability theory!We got what we wanted, but

we lost what we had. Alternatively, the detector probabilities—though all mea-
surable and positive—violate Bell’s inequality. These areBell’s inequality requires the

two detector probabilities to
be within a ratio of 2 : 1—
exactly the condition needed
to keep both a ≥ 0 and b ≥ 0.

the “totally insane” results alluded to on p. 6, but in ret-
rospect, they are not so crazy. Once again, as in Sect. 3.5,
quantum physics carefully avoids paradox—this time, by
preventing us from observing states with forbidden proba-
bilities.

What does this have to do with nonlocality? If the
correlation is not introduced by the money machine when
the coins are created, then it has to come from somewhere
else. This might be called “dynamical entanglement,” but
another term for it might be cheating. Like a consistent
winner in Las Vegas, this does not happen without some
kind of outside communication. In particular, Explanation
4 suggests that the moneymaker and the detectors are “in
cahoots”—with the former using skewed statistics to gen-
erate coins, based on the settings on the latter.like loaded dice. . .

This idea can be mostly ruled out for two reasons: (1)
people have checked carefully to make sure that there are no
such connections; (2) people have performed delayed choice
experiments. In (2), the detectors are not set until long afterSome of these were conducted

by C. Alley at the U. of Mary-
land while I was a student
there, though I was not in-
volved.

the coins have been created and sent on their way. So there
is no way for the detectors to communicate their settings
to the money machine in advance—even if the devices are
somehow mysteriously in contact. Yet even under these
circumstances, the same 75/25 statistics are still observed.

Another way that the statistics could get skewed is if the
two detectors were in communication with each other—i.e.,
Explanation 5. In this scenario, one coin is detected first,
and then a signal is sent to the second detector before theor alternatively, the first coin

sends a signal to the second
coin.

second coin is detected. As discussed in Sect. 5.2, however,
this scenario is ruled out by experiments in which the de-
tectors are so far apart, and the detection times so close,
that the purported signal would have to travel orders of
magnitude faster than the speed of light.
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So this is how we come to the last remaining option in
our increasingly desperate list—i.e., Explanation 6. No one
is quite prepared to abandon relativity theory just yet, and
everyone knows time travel can lead to logical paradox. In although retrocausality,

whereby the future influences
the past without paradox,
might be a way out. . .

any case, one thing seems clear: like it or not, spukhafte
Fernwirkung is here to stay—an uncomfortable fact of life
that must be accepted.

As a reminder: all of the EPRB coin toss experiments
as presented in this chapter may be found on the companion
website for this book, in interactive animation form. On the Web:

www.mvjs.org.

? 
the quantum mystery 

? 

Correlated at Birth?



Chapter 6

Where the Weird Things Are

6.1 Where Are They? Where Are We?

Up to this point, I have been careful to emphasize mostly
the experimental facts of quantum physics—together with
a theoretical structure that is useful for predicting those
facts. This might be regarded as the “what” of quantum
physics—and in this regard, the story that has emerged
over the last 100 years is remarkably clear, comprehensive,
and unambiguous. Things have reached the point where—
for all intents and purposes—we know exactly what we will we are pretty sure, in any

event. . .find when we conduct a new quantum experiment.

Yet, these remarkable and highly practical developments
tell us very little about the why and how of quantum physics. As Feynman puts it, we have

only a description rather than
an explanation.

As human beings, we have a tendency to want explanations
for things—causal narratives that progress logically from
start to finish, in a way that “makes sense.” This, it seems, in short, stories. . .
quantum physics resolutely refuses to provide us with—the
source of much frustration as well as fascination.

Consider that the basic situation, as it has unfolded up
till now, is essentially this:

1. Quantum physics places limits on what we can di- This manifests in both EPRB
and double slit—though in
different ways.

rectly observe.

© Springer International Publishing Switzerland 2018
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2. If we could see what we are prevented from seeing, theTalk about “what you don’t
know can’t hurt you”! result would be logical contradiction and/or paradox.

What kind of a perverse world is this? What Creator
would conjure up such a thing? The more we are told toone with a sense of humor, if

without mercy. . . pay no attention to the man behind the curtain, the more
we have to look. Since the Magician will never allow us to
sneak a peek backstage, however, all we can do is content
ourselves with “conspiracy theories.”

Such conspiracy theories about quantum mechanics are
more typically referred to as interpretations.

��� Danger! Will Robinson, Danger!!
We are now entering the realm of METAPHYSICS!!

Metaphysics is the branch of philosophy that deals with
the fundamental nature of What Is. Its origins trace back to
ancient Greece—and certainly, Point 1 above is reminiscent
of Plato’s famous Allegory of the Cave. Point 2, on the
other hand, is much more akin to Pandora’s Box! TheThis, of course, is what

causes all the real trouble. . . point is simply that if we seek a deeper understanding of
the quantum mystery, we are pretty much forced into the
realm of philosophy, rather than science. Quantum physics
very naturally leads us up to that realm but provides little
in the way of a roadmap to guide us, once we have entered.

Of course, there are many who feel that we should sim-
ply not enter.

“What cannot be seen should not be discussed.”

—philosophy of Niels Bohr
1

“Abandon hope all ye who enter here.”

—Dante’s Inferno

1From Fred Alan Wolf, Parallel Universes (Simon and Schuster,
1988)
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6.2 Interpretations of Quantum Physics

Niels Bohr, of the first quote above, was one of the chief
architects of the Copenhagen Interpretation. This is the
standard interpretation. It is not so much an explanation associated with what I have

referred to throughout this
narrative as the “standard
quantum theory”. . .

of the deeper meaning as it is a stance that such a thing
should not be pursued. Some scientists prefer Copenhagen
because they believe it comes with the least “metaphysi-
cal baggage.” Others find it to be a “cop-out” that merely
sweeps this baggage under the rug. Regardless, Copen-
hagen does make certain metaphysical claims. One of these or seems to, at any rate;

there is a bit of ambiguity
about it all. . .

is that wavefunction collapse occurs as a result of measure-
ment. Another is that physical systems do not actually
possess attributes until those attributes are measured. no hidden variables. . .

Dissatisfied with Copenhagen’s deliberately limited per-
spective, many efforts to adopt a deeper view have been
undertaken over the years. A comprehensive description—
even of just the major interpretations—would lie far be-
yond the scope of this narrative. Instead, I will attempt Google, e.g., “de Broglie-

Bohm,” “many worlds,”
“transactional interpreta-
tion,” “stochastic mechan-
ics,” “ensemble interpreta-
tion,” among others.

to provide some flavor of how they work by categorizing
them based on a simple question: where does wavefunction
collapse occur?

An important point is that all interpretations for the
most part correspond to the same experimental predictions—
i.e., those of the standard quantum theory. They differ
only in terms of their explanation of what is happening be-
hind the scenes. These differences are therefore metaphys- i.e., they offer different pos-

sible “tricks” to explain the
same magic act. . .

ical, and judged by qualities other than agreement with
experiment—simplicity, utility, aesthetics, etc. In that re-
spect, the situation can be likened to the geocentric vs.
heliocentric (Copernican) models of the solar system.2 These two models can ex-

hibit subtle empirical dif-
ferences! This was even
known at the time and used
against Copernicus (see foot-
note). Moreover, the same is
true for some quantum inter-
pretations.

Let us return to our simple question: where does wave-
function collapse occur? There appear to be three primary
options, none completely satisfactory:

1. Collapse occurs randomly at some small threshold
scale, due to new physics that has yet to be discov-
ered.

2D. Sobel, A More Perfect Heaven: How Copernicus Revolution-
ized the Cosmos (Walker & Company, New York, 2011)
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2. Collapse occurs with the first conscious observer.

3. Collapse never occurs. Everything, including observers,
is a part of the quantum system.

Option 1 describes the so-called “objective collapse”
theories—e.g., of Ghirardi, Rimini, and Weber (GRW), and
R. Penrose. From a theoretical standpoint, this seems the
most reasonable and the least conceptually difficult. It
has the advantage that it does not require a subjective ob-
server nor does it allow macroscopic superposition states.
The problem is that the “threshold” seems to keep getting
higher and higher, as experiments self-interfere larger and
larger objects. We have already reached biomolecules and
billions of electrons (Sect. 4.3). At what point do we admit
that we have effectively reached the size of cats?

Option 2 has spun off a whole “new age” cottage indus-
try (see Sects. 1.3 and 6.3). It also has a surprising numberGoogling “quantum” and

“conscious” together yields
775,000 hits.

of adherents even among scientists one would not necessar-
ily expect, such as J. von Neumann. However, the obvious
major flaw from a scientific standpoint is that it is not clear
what a “conscious observer” is. Does this mean “human”
for example? All of that said, consciousness research, asThe fate of Schrödinger’s cat

hangs in the balance. a legitimate subfield of psychology and cognitive science,
is growing rapidly these days. Such work may well shed
light on quantum measurement or at least provide a more
scientific definition of consciousness.Don’t expect this to be much

the same concept as in mys-
ticism or Eastern religions,
however.

Finally, there is option 3. From a purely a theoretical
standpoint, this approach has many advantages. In partic-
ular, there is no need to introduce new physics nor to worry
about where to draw the boundary between quantum sys-
tem and observer. The “When the particle is not be-
ing observed” paragraph of Sect. 2.2, by itself, provides
the complete description. The “When the particle isIn the 1950s, H. Everett III,

the inventor of this idea,
called it the “universal wave-
function.”

being observed” paragraph can be almost ignored—only
“almost” because the illusion or perception of wavefunc-
tion collapse must be addressed. However, this can be very
satisfactorily explained through decoherence.which, again, the interested

reader can Google. . .
On the other hand, there is the slight hiccough that

absolutely everything becomes a part of the waveThis term “many worlds” was
popularized not by Everett,
but later by B. DeWitt, in
the 1970s. It was a different
time.

superposition—meaning that there are many copies of ev-
erything out there, including people, including you and me.
Thus was the so-called many-worlds interpretation born.
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Such ideas have greatly captured the public fascination, Googling “many-worlds
theory” yields 1.54M hits.particularly recently. However, many scientists find the ap-

proach distasteful. They regard the proliferation of worlds
to be “extravagant”—or perhaps they are just not comfort-
able with the idea that they themselves might have dop- who may even disagree with

their own views on many
worlds!

pelgängers.

6.3 Popular Depictions of Quantum Physics

More than for any other quantum interpretation, crit-
ics like to point out that the many-worlds interpretation
can never be validated experimentally. While this is likely
correct, as we saw in Sect. 6.2, the same criticism could be
leveled against most interpretations.

��� More Accurate !! The different interpretations of quantum physics are
(mostly) characterized by the same empirical predictions and can therefore never
be “proven” by experiment.

Because of this simple fact, the debate about the “right” or
“best” interpretation will doubtless continue for many years
to come. In my view, they (mostly) all deserve their day
in the sun, as they each offer unique and valuable insight.
Moreover, it is perfectly fine to speculate about what is
happening behind the scenes—so long as it is clear that
this is what one is doing and, also, that said speculation
agrees with experiment. The interpretive “trick” must

properly account for the ob-
served “magic act.”Yet, things often go astray in popular treatments with

the following:

��� Misconception !! Quantum experiments have now “proven” the existence
of entity x from interpretation y.

We have grown accustomed to—perhaps even jaded by—
headlines of the “Scientists prove existence of parallel uni-
verse” variety. Don’t buy it. Unless x is a universal entity, remember to be a smart quan-

tum consumer. . .common across all interpretations (and theoretical formu-
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lations), its existence is decidedly not proven by quantum
experiments (see, e.g., Sect. 4.2).

Even worse is the following:

��� Misconception !! The different interpretations of quantum mechanics are
all true at the same time.

��� More Accurate !! Each interpretation provides a consistent framework on
its own, but they cannot be “mixed and matched.”

One often sees a mishmash of elements from different in-
terpretations, jumbled together as if they were all true at
once—many worlds combined with conscious collapse, for
instance. One cannot just arbitrarily combine bits and
pieces from different interpretations, without losing inter-You might as well put a Volvo

cylinder head on a Ford en-
gine block.

nal consistency. That’s not “quantum weirdness,” it’s just
plain wrong. Unfortunately, it is also quite common in some
popular depictions.

I could discuss the merits and weaknesses of popular
depictions until I am blue in the face, but that would notSome really do inform; others

just sensationalize. address what I regard to be the bigger issue: why are they
so popular in the first place? What causes the enormous
demand discussed in Sect. 1.3? The strong sense that I
get—from internet comments, interviews, and one-on-one
meetings—is simply this: People have a need for science to
provide meaning and/or to legitimize their experiences and
world views.

Is such a need misplaced? One message that comes
through loudly in many popular depictions is that there
is more out there than just the ordinary mundane reality.for some reason, Hamlet

comes to mind. . . I think this is important and healthy: none of us need be
slaves to the sort of rote behavior and automatic thinking to
which we are constantly exposed. But that is being a smart
consumer, period—we don’t have to drag quantum physics
into it. Put another way, quantum physics may serve as
an excellent metaphor for various other things that give
us meaning—spirituality, transcendent religious experience,
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sense of nonlocal interconnectedness, or connection with
a deity—without having to be regarded as their causative
agent or as proof that they exist. In my view, the legitimacy of

such experiences requires no
such proof.In conclusion, scientists do not own science; it is part

of the great public domain of human knowledge that we
all share. Moreover, science is interesting, and enormously
important in our lives. So it is right that people should be
fascinated by it and want to learn about it. By offering
nonexperts the tools needed to form their own legitimate
opinions, popular depictions can provide a great service—but
only if they take the necessary pains to “get it right.” a Top 10 List of Most

Cringeworthy Quotes is
available on request. . .

Caveat quantum consumer!!

��� Lesson: Speculation is fine, but . . . it should not hide behind the mantle of
“hard scientific fact.”

��� Lesson: Quantum physics is not just for physicists, but . . . the accepted
reality is mysterious and wonderful enough on its own, without the need for em-
bellishing hype.
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CALVIN AND HOBBES c©1989 Watterson. Reprinted with permission of UNIVERSAL
UCLICK. All rights reserved



Appendix I: Looking Under the Hood:
The Mathematical “Method”
Behind the “Madness”

��� Math Alert! double trouble!! In this Appendix, we present
some of the mathematical equations that form the bedrock of what
we have many times referred to as the “standard quantum theory.”
Warning! Not for the faint of heart.

The most important equation in all of quantum mechanics is also the simplest:

� = 1.0545718× 10−34 J s (6.1)

However, like all equations, it requires an explanation for a proper understanding. The quantity
� is called (the reduced) Planck’s constant. It is a fundamental constant of nature, representing
the “size” of the quantum. In Eq. (6.1), � is given in standard macroscopic units called “SI”
(système international) units—in terms of which, it is seen to be very small indeed. The
dimensions of Eq. (6.1) are also significant; we see that � has units of energy × time, also
known as action.

More generally, pairs of quantities whose product has dimensions of action are called conju-
gate variables. Other examples include position × momentum and angle × angular momentum.
Conjugate variables are important because they are incommensurate and can therefore be used
to formulate uncertainty principles. Thus, the usual HUP as described in Sect. 2.3 is actually
the position–momentum uncertainty principle:

ΔxΔp ≥ �/2, (6.2)

where Δx is the uncertainty (technically standard deviation) in position, and Δp is the un-
certainty in momentum (where momentum is just mass × velocity). The energy–time and
angle–angular momentum uncertainty relations have a similar form.
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From a wave mathematics point of view, the uncertainty principle is nothing new. Given
any “wave” function ψ(x), the Fourier transform function, ψ̃(k), is defined:

ψ̃(k) =
1√
2π

∫ ∞

−∞
exp(−ikx)ψ(x) dx (6.3)

This represents the decomposition of the original wave into its Fourier (i.e., sinusoidal) compo-
nents. It is well known that a narrow ψ(x) implies a broad ψ̃(k) and vice versa. In particular,

ΔxΔk ≥ 1/2. (6.4)

Equation (6.4) suggests the identification of p with �k, which has the right dimensions for
momentum (since k must have dimensions of 1/x, and x has dimensions of length). Note that
λ = 2π/k is the wavelength for the Fourier component k. Thus,

p = �k = 2π�/λ; (6.5)

momentum in quantum mechanics is inversely proportional to wavelength.

Using wave properties of ψ as discussed above, we can estimate the distance f between
adjacent “fringes” in the double-slit interference pattern that appears on the far wall in Fig. 3.5.
First note that the phase of the ψ branch that passes through the upper slit is given by
φ+ = kx+, where x+ is the distance from the upper slit. Likewise, φ− = kx− for the lower
slit. Since relative phase is what causes interference (Sect. 4.2), f must correspond to a relative
phase change of one cycle, i.e.,

Δ(φ+ − φ−) = kΔ(x+ − x−) = 2π. (6.6)

If s is the distance between the two slits, and D the distance between the two walls, with
s/D 
 1, then simple geometry shows Δ(x+ − x−) ≈ f(s/D), or

f ≈ 2πD/sk = λ(D/s). (6.7)

The above “kinematic” description is useful for interpreting ψ(x, t) once we have it but
does not tell us how ψ(x, t) actually changes over space and time. A complete theory requires
such a dynamical rule—which in this case should take the form of a partial differential equation
(PDE). Fourier analysis can be used to guess the correct PDE. In particular, k is associated
with the partial derivative of its conjugate variable:

k → −i(∂/∂x), or p = �k → −i�(∂/∂x). (6.8)

Likewise, energy, E, can be associated with its conjugate variable, i.e., E → i�(∂/∂t). Substi-
tuting these relations into the classical “kinetic-plus-potential” energy expression

E =
p2

2m
+ V (x), (6.9)
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and applying the result to ψ(x, t), we obtain the desired quantum PDE:

i�

(
∂ψ

∂t

)
= − �

2

2m

(
∂2ψ

∂x2

)
+ V (x)ψ. (6.10)

Equation (6.10) is the celebrated (time-dependent) Schrödinger equation, in 1D (one spatial
dimension). Note the presence of i =

√
−1 on the left hand side, which ensures that ψ(x, t) is

necessarily complex valued. In 3D space, Eq. (6.10) generalizes to

i�

(
∂ψ

∂t

)
= − �

2

2m

(
∂2ψ

∂x2
+
∂2ψ

∂y2
+
∂2ψ

∂z2

)
+ V ψ = − �

2

2m

(
∇2ψ

)
+ V ψ. (6.11)

Here, the potential V = V (x, y, z), and ψ = ψ(x, y, z, t). Of course, this describes only a
single-particle wavefunction. The real, i.e., many-particle Schrödinger equation is

i�
∂ψ

∂t
= − �

2

2mA
∇2

Aψ − �
2

2mB
∇2

Bψ + · · ·+ V ψ, (6.12)

with ψ = ψ(xA, yA, zA, xB , yB , zB , . . . , t) and V = V (xA, yA, zA, xB , yB , zB , . . . , t).

In addition to spatial coordinates (x, y, z), quantum particles also possess intrinsic spin
attributes. For any direction in space—e.g., such as the vertical z axis, (0, 0, 1)—a spin mea-
surement yields (for most particles) one of two possible outcomes: “up” or “down.” Spin can
be measured in any direction; however, different spin measurements are incommensurate. Note
that this situation corresponds closely to the quantum coin toss experiment of Sect. 5.4. One
minor technical difference is that the two entangled quantum particles in an EPRB experiment
are prepared with opposite, rather than identical, spin values. The three detector settings cor-
respond to three different spin directions, 120◦ apart in a single plane. It can be shown that if
the detector settings are different, and the first detector registers “spin up” for particle A, then
ψ collapses partially (as in Sect. 5.1) to the following superposition over B states only:

ψ
(A=up)
B =

(
1

2

)
ψup +

(
i

√
3

2

)
ψdown (6.13)

Since probabilities are obtained as square amplitudes, the probability that subsequent mea-
surement of B will find it to be in a spin-up state is pB(up) = |1/2|2 = 1/4. Likewise,
pB(down) = |i

√
3/2|2 = 3/4. Note that these are the probabilities for the same and opposite

bulbs flashing on the two detectors, respectively.
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Appendix III: Glossary

Bell’s Theorem: Theorem derived by John S. Bell in 1964 establishing the experimental
decidability between quantum theory and local hidden variable theories; quantitatively it
is expressed as an inequality known as “Bell’s inequality.”

Classical Mechanics: Theory of physics epitomized by the work of Sir Isaac Newton
in the seventeenth century that describes a “clockwork” motion of objects; characterized
by precision and “commonsense” determinacy; later superceded (at very small scales) by
quantum mechanics.

Double-Slit Experiment: Experiment demonstrating the wavelike nature of quantum
particles, by firing a large number of identically prepared particles, one at a time, at a
screen with two separated parallel slits, and observing a pattern of interference fringes on
a second screen placed beyond the first.

Einstein Podolsky Rosen [Bell] (EPR[B]) Experiment: Thought experiment orig-
inally conceived by Albert Einstein and coworkers in 1935 (EPR), to demonstrate flaws
in quantum theory, and prove the existence of hidden variables; later, in the wake of
Bell’s Theorem, EPRB became a bona fide laboratory experiment—which ruled out local
hidden variables and vindicated quantum nonlocality.

Entanglement: In quantum mechanics, refers to two or more particles that are sta-
tistically correlated, even across vast distances, such that they cannot be described by
separate single-particle wavefunctions.

Heisenberg Uncertainty Principle (HUP): Principle formulated by German physi-
cist Werner Heisenberg in 1927 that describes the indeterminacy of quantum mechanics;
qualitatively, it states that there is a fundamental limit to the precision with which both
the position and velocity of a quantum particle can be simultaneously determined; quanti-
tatively it can be expressed in various mathematical equations, generally as an inequality.

Hidden Variables: Dynamical attributes purported by some to be missing from quan-
tum theory, which would render it complete and deterministic; local hidden variables of
the sort advocated by Einstein are now ruled out by EPRB experiments, although global
(nonlocal) hidden variables may still exist.
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Misconception: A mistaken view; an erroneous notion; impossible for human beings to
avoid completely.

Nonlocality: Principle of physical theories that postulates “action at a distance,” i.e., the
remote influence of one particle on another, either instantaneously, or at speeds faster than
light; in quantum mechanics, this concept can be a bit more subtle (see Entanglement).

Particle: Refers to “localized” (point-like) objects in the physical world; in classical
physics, particles trace out a definite “trajectory” (one-dimensional curve through space)
over time; in quantum physics, a “particle” can manifest delocalized wavelike behavior,
when its position in space is not being observed.

Probability Wave: Mathematical function describing the likelihood that a particle is
located at a given point in space (may also refer to sets of particles); used in both classical
and quantum mechanics, though the behavior is quite different in each case.

Quantum Mechanics: Theory of physics originating in the early twentieth century that
describes the mechanics of atoms, molecules, etc.; replaces the earlier “classical” theory of
mechanics; characterized by indeterminacy; impossible for human beings to understand
completely.

Schrödinger’s Cat: Thought experiment devised by Austrian physicist Erwin Schrödinger
in 1935, to demonstrate the absurdities that arise from quantum theory when the notion
of a superposition state is extended up to the macroscopic realm.

Wave: Any entity that is delocalized over a broad region of space.

Wavefunction: Complex-valued mathematical function that describes the state of a
quantum system; the square amplitude of the wavefunction is the probability wave.

Wavefunction Collapse: Process by which measurement of a quantum system by an
outside observer causes the probability wave to “collapse” to one specific state from among
a superposition of states—seemingly at random.

Wave-Particle Duality: Refers to the notion that quantum objects may exhibit dif-
ferent behaviors, under different circumstances, reminiscent of either classical waves or
classical particles.
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Part II:

Misconceptions
About Particles and

Spacetime

John Terning

Introduction

I’m going to start out Part II of the book with a review of
some basic misconceptions: many people think of elemen-
tary particles as tiny little balls, they envisage atoms that
look like tiny solar systems, and they also imagine that to
see atoms they would need a very large microscope. After
covering these basics, I’m going to move on to some topics
that have been ripped from news headlines, such as “Col-
lider Spawns Planet-Devouring Black Hole,” “God Particle
Could Wipe Out The Universe,” “LHC Could Prove Ex-
istence of Star Trek’s Parallel Universe,” “Scientists Raise
Concerns About Cell Phones,” and “The Cold Fusion Race
Just Heated Up.” I’ll try to examine the scientific ideas be-
hind these hyperbolic headlines and give some more depth
so that the reader can understand the real issues involved.
For the mathematically comfortable reader, an extra chap-
ter is included that discusses these topics using high school
math.



Chapter 7

Particles

7.1 What Are Particles?

The reason that a lot of people think of elementary par-
ticles as being tiny little balls is that scientists often show
pictures of atoms and elementary particles where the parti-
cles are represented by tiny little balls, see Fig. 7.1. As far
as we know, elementary particles are fluctuations of quan-
tum fields, but that is very hard to convey in a picture.

The ancient Greeks conceived of atoms as elementary Democritus (c. 460 BCE-c.
370 BCE) said: “but in truth
there are only atoms and the
void.”

particles that cannot be sub-divided. Thousands of years
later, people were able to probe deeper into the substruc-
ture of nature and found that atoms are actually made up
of a very small nucleus surrounded by cloud of electrons.
It was later found that the nuclei of atoms were made of
even smaller particles: protons and neutrons. Eventually Ernest Rutherford (1871–

1937) discovered the nucleus
in 1911.

we found out that protons and neutrons themselves were
made of even more elementary particles called quarks.

© Springer International Publishing Switzerland 2018
Y. Nomura et al., Quantum Physics, Mini Black Holes, and the Multiverse,
Multiversal Journeys, DOI 10.1007/978-3-319-41709-7 7
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~ 10-14 meters

nucleus neutron
proton

 ~ 10-15 meters

quark

< 10-18 meters

Fig. 7.1 The core of the atom is a nucleus, the nucleus is
made of protons and neutrons, which in turn are made of
quarks. While experiments have be able to resolve the size
of the nucleus, the proton, and the neutron, no one has
seen any evidence that quarks (and electrons) have a size;
we only know their size is less than 10−18 meters. The
picture is obviously not drawn to scale.

��� Misconception !! Particles are tiny little balls.

As far as we know quarks (and electrons) are elementary
but as with all scientific knowledge we don’t know that for
certain. Our knowledge always precedes as a series of suc-
cessive approximations. The experiments we’ve done so far
don’t show any evidence for quarks having a substructure,
but at different times in the past that same statement was
true of atoms, nuclei, and protons.

As we were able to probe successively smaller distance
scales we found a sequence of substructures within sub-
structures, however since the 1960s when probes of the pro-
ton revealed their quark substructure there has not been
any further evidence for another layer of substructure be-
low that of quarks and electrons. We don’t know that the
things we call elementary particles (like quarks and elec-
trons) even have a size, we only know that at the distance
scales we’ve probed we don’t see any structure, so if they doA meter is about the

same length as a yard.
10−18 is shorthand for
0.000000000000000001!

have a size it’s smaller than 10−18 meters. In other words,
we haven’t been able to resolve any structure inside them
down to the distance scale probed by the Large Hadron
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Collider, which is currently the scientific instrument that
can probe the shortest distance scales. We’ll discuss the
Large Hadron Collider more in the Sect. 7.3.

7.2 Atoms

When scientists show pictures of atoms they often look
like miniature solar systems with the nucleus playing the
role of the sun and electrons playing the role of planets or-
biting around the nucleus in concentric circles, see Fig. 7.2.

��� Misconception !! Atoms are tiny Solar Systems.

Fig. 7.2 The common picture of an atom shows electrons
orbiting a nucleus. In this case, with three electrons and
three protons, the picture represents a Lithium atom.

But the electrons inside atoms don’t really follow or-
bits, they don’t really move along well-defined paths (see
Sect. 2.3). If we repeatedly tried to measure the position of
an an electron in a hydrogen atom that is prepared iden-
tically thousands of times, we would find a distribution of
positions, just like we would find a distribution of locations
of people inside a country. The strange thing is that the
electron distribution is for just a single electron, so we can’t
associate a well-defined position or even an orbit for the
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electron. Quantum mechanics only allows us to calculate
the probability of the electron being at some position inside
the atom. This distribution of positions inside the atom de-The probability is cal-

culated from the square
of the wavefunction, see
Chap. refduality.

pends on the energy that the electron has. If we give the
electron slightly more energy it can have a completely dif-
ferent distribution of positions in space, see Figs. 7.3, 7.4,
and 7.5.

Fig. 7.3 A computer simulation of the measured position of
the electron in 5000 identically prepared hydrogen atoms
(in the lowest energy state). Each dot corresponds to one
measured position of one electron in one atom. The lines
represent the three spatial directions.

In the lowest energy state the electron in a hydrogen
atom has a spherically symmetric distribution close to theThe nucleus of a hydrogen

atom is just a single proton. nucleus. In the second lowest energy state, Fig. 7.4, the
electron is further from the nucleus but curiously the prob-
ability distribution is far from spherically symmetric, it has
a sort-of dumbbell shape.

��� More Accurate !! The distribution of the electron also depends on the
angular momentum in addition to the energy.
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Fig. 7.4 The (computer simulated) measured position of
the electron in 5000 identically prepared hydrogen atoms
(in the second lowest energy state). Each dot corresponds
to one measured position of one electron in one atom. This
is not to scale with the previous figure. The lines represent
the three spatial directions.

In the third lowest energy state, Fig. 7.5, the electron is The coloring in these elec-
tron “cloud” pictures is re-
lated to the complex phase of
the wavefunction.

even further from the nucleus, and the probability distribu-
tion has an even more elaborate shape with an extra ring
around the middle of a dumbbell. As we continue to go
to higher energy levels, or more complex atoms with many
electrons, we find increasing complicated electron distribu-
tions. The simple picture of a miniature solar system is
certainly easier to remember (and to draw!) but is doesn’t
really do justice to the real beauty of atoms.

You may have wondered why I kept referring to “5000
identically prepared hydrogen atoms” over and over again.
The reason is that if we actually tried to do the measure-
ment of the electron position we would give so much energy
to the electron it would knock it completely out of the atom.
This is the uncertainty principle at work! We will explore
this in more detail in the next section.
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Fig. 7.5 The (simulated) measured position of the electron
in 5000 identically prepared hydrogen atoms (in the third
lowest energy state). Each dot corresponds to one measured
position of one electron in one atom. This is not to scale
with the previous two figures. The lines represent the three
spatial directions.

7.3 Seeing Atoms

How do we see the positions of electrons inside atoms?
Many people would suspect that since atoms are so small
we would just need to build a very large optical microscope.
The reasoning being that that the bigger the microscope the
more magnification power it has (Fig. 7.6).

��� Misconception !! Seeing atoms requires a really big optical microscope.
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Fig. 7.6 A really big microscope? This is actually the tele-
scope of the Paris Observatory, circa 1870.

The problem with this idea is that light can behave like
both a wave and a particle (see Chap. 2). That light can be-
have like a wave has been known since the time of Thomas
Young, who first performed the famous double slit experi-
ment. To do his experiment Thomas Young needed a light
source that acted like a single point source. That’s because
to see the effect he was looking for he needed to start with a
lightwave where all the crests of the waves were orderly and
lined up. You can imagine the difference between looking
at the waves from a single stone dropped in a pond and the
waves from many stones dropped all over the pond. Far
away from where the single stone was dropped the wave
crests are almost perfectly parallel and uniformly spaced.
In the pond where many stones were dropped all over, no
matter where we are the wave crests are a higgledy-piggledy
mess. We call a light source that produces nice uniform
waves a “coherent” light source. To make a coherent light

Thomas Young (1773-1829)
the English polymath who
first showed that light can
behave like and wave and
helped to decipher the Egyp-
tian hieroglyphs on the
Rosetta Stone.

source Thomas Young let sunlight go through very small
hole, this was like the pond with a single stone. He let the
light from the single hole pass through to two very narrow,
closely spaced slits. Since the coherent light source he used
was just a small hole, the light was very faint and the ex-
periment had to be conducted in a dark room. Nowadays



88 CHAPTER 7. PARTICLES

it’s very easy to reproduce his experiment since we can use
lasers which are very powerful coherent light sources. Pass-
ing laser light through two closely spaced slits and letting
it fall on the screen we see a pattern of dark and bright
bands. This is how Young knew that light could behave
like a wave. The bright bands correspond to places where
the successive crests of waves meet up and the dark bands
correspond to places where the crest meets the trough and
the waves cancel (Figs. 7.7 and 7.8).

Fig. 7.7 Laser light going through a single slit and through
two identical slits 0.7 millimeters apart. The alternating
dark and bright fringes in the bottom photo are clear evi-
dence of wave behavior; compare with Fig. 3.5.

Fig. 7.8 The wavelength of a wave is the distance from point
on the wave to the next identical point.

We call the distance between the crest and the succes-
sive crest (or from trough to trough) the wavelength. You
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probably know that a sound wave with a certain wave-
length has a corresponding frequency. The short wave- A very low pitched sound at

20 oscillations per second has
a wavelength around 17 me-
ters, while a very high pitched
sound at 20,000 oscillations
per second has a wavelength
around 0.017 meters (about
2/3 of an inch).

length sounds that come from a small tweeter are the high-
frequency sounds, the long wavelength sounds from a large
base speaker are the low-frequency sounds. This is true for
any type of wave—be it light waves, sound waves, seismic
waves, or water waves—the highest frequencies correspond
to the shortest wavelength and lowest frequencies corre-
spond the longest wavelengths.

However we also know that light can behave like a parti-
cle. One of Einstein’s many contributions to science was his
unraveling of the photoelectric effect. When we shine light Einstein actually won his No-

bel prize for explaining the
photoelectric effect, relativity
was considered to radical at
that time.

onto a metal, electrons can be knocked out, but the energy
that the electrons have when they emerge from the metal
doesn’t depend on the intensity of the light it depends on
the frequency of the light. The highest frequency light pro-
duces the highest energy electrons. Einstein realized that
this meant that the energy in the light must be carried by
individual energy packets, photons, and that each photon’s
energy was proportional to its frequency. Einstein’s expla-
nation was one of the earliest examples of how confusing
quantum mechanics can be. In the double slit experiment
we see that light can act like a wave and in the photoelec-
tric effect where the light interacts with electrons directly
we see that light can act like a particle. Maybe even more
confusing is that the energy of the particle is determined by
frequency of the wave. This makes no sense on the every-
day scale of humans, but that is simply because we don’t
experience things at the subatomic scale.

Now we can get back to our problem with the really
large microscope. In order to see something very, very small
we need to use light with a wavelength that is smaller than Trying to see a small particle

with a particular wavelength
of light is analogous to waves
bouncing off of boats. A wave
will reflect back off of a cruise
ship if its wavelength is short
compared to the size of the
ship, but if the wavelength is
much longer than the ship,
the ship will just ride over the
wave and there will be no re-
flection.

the size of the object we are trying to study. That means
that the photons in the light beam will have a large fre-
quency, and hence a large energy. To get a sense of the
energies involved let’s look at some examples. The wave-
length of the radio wave used for Wi-Fi is about 5 inches
(about 13 centimeters). The only difference between ra-
dio waves and light is that radio waves have much longer
wavelengths than visible light. The energy of an individual
photon used in Wi-Fi is about one 100,000th (or 10−5) of
an electron-volt. One electron-volt is the typical energy in-
volved in atomic transitions, that is why the energy that a
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standard AA battery gives to a single electron is about 1.5
electron-volts, so we call it a 1.5 volt battery. Visible light
has much shorter wavelengths and higher photon energies.
If we go up to ultraviolet light, which has a wavelength
slightly shorter than visible light, the photons have an en-
ergy of about five electron-volts corresponding to a wave-
length of about one 100,000th of an inch (about 3 × 10−7

meters). But this is still too long a wavelength to resolve
an atom, since atoms are about 4 × 10−9 inches (or 10−10

meters). So it is impossible to see an atom with visible light
(Fig. 7.9).

Fig. 7.9 Image of carbon atoms in graphite (pencil lead)
obtained with a scanning tunneling electron microscope.
The inset scale is 0.5 nanometers (about 2× 10−8 inches).

In order to make a microscope that can resolve individ-
ual atoms we need a wavelength smaller than one 100 mil-
lionth of an inch, which corresponds to an energy of about
5000 electron-volts. It is somewhat difficult to get such
high-energy photons (these are X-rays) and even more dif-
ficult to build a lens capable of focusing X-rays in order to
make an image. However we can produce and focus high-
energy electrons, so we can make an electron microscope.
Electrons can also act both as a wave and a particle so it
is perfectly reasonable to use them instead of photons, but
we’re not seeing things directly with such a microscope. We
would not be seeing things directly with our eyes even if we
used X-rays; our eyes cannot see X-rays. We can record
where the electrons are scattered after hitting our target
atoms and then infer what they scattered off, so this is
seeing in a generalized sense.

Ernest Rutherford (1871-
1937)

If we keep going higher in energy we can keep probing
smaller scales. Ernest Rutherford (along with Hans Geiger
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and Ernest Marsden) discovered the nucleus of the atom by Geiger went on to fame as
the inventor of the Geiger
counter.

sending a beam of alpha particles at a thin layer of gold foil.
Rutherford wanted to see how much the positively charged
alpha particles could be deflected by the atoms. Since the
alpha particles are about 8000 times heavier than an elec- The alpha particle is com-

posed of two protons and
two neutrons tightly bound
together, which is just the
nucleus of a helium atom.
Since it is so tightly bound it
is often produced in nuclear
decays, when unstable nu-
clei break apart into smaller
pieces.

tron, an interaction with an electron could not deflect the
alpha particle: it would be like a bowling ball colliding
with a ping-pong ball, the bowling ball will continue on un-
affected. However electrons make up less than one 2000th
of an atom’s mass, and Rutherford was interested in the
effects of the mysterious remainder that made up the bulk
of an atoms mass. The prevailing picture at the time was
that this bulk was made up of a soothly distributed positive
charge.

In order to detect the scattered alpha particles they set
up a small screen coated with zinc sulfide. When an al-
pha particle hit the screen it would produce a small flash
that could be detected by eye when looking through a low-
power microscope in a darkened room. This was tedious
and frustrating work. Marsden and Rutherford took turns,
one looking through the microscope while the other wrote
down the results. They found that, unexpectedly, the al-
pha particles could be deflected by a large angle, sometimes
almost straight back the way they came. The alpha parti-
cles had energies around 5,000,000 electron-volts, allowing
them to probe down to 10−14 meters. Rutherford calcu-
lated that to bounce back like that the alpha particle had
to come within 10−14 meters of the total positive charge.
This is a distance 10,000 times smaller than the size of the
atom. This was the evidence that led Rutherford to realize
that positive charges inside the atom we tightly concen-
trated in the nucleus rather than spread out as had been
previously thought.

A similar story was repeated 50 years later, when an ex-
periment at the Stanford Linear Accelerator Center in as-
sociation with physicists from MIT discovered quarks. The
accelerator produced a beam of electrons with 20 billion (as
in 20,000,000,000) electron-volts each that was send into liq-
uid hydrogen. Sophisticated (for the time) automatic elec- Jerome Friedman, Henry

Kendall, and Richard Taylor
won the 1990 Nobel Prize
in Physics for leading this
experiment that provided
direct evidence for quarks.

tron detectors could be moved to different positions around
the liquid hydrogen target, and the team found that some-
times the electrons lost a lot of energy and were scattered
at large angles. This meant that the electric charge inside
a proton was not spread out smoothly but concentrated in
small regions. Most theoretical physicists were initially sur-
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prised, but lead by James D. Bjorken and Richard Feynman
they were gradually convinced of the existence of quarks.Neutrinos are very light and

have no electric charge, so
they only interact with quarks
via weak interactions.

Further confirmation came from CERN, the European Or-
ganization for Nuclear Research, where similar experiments
were done using neutrinos instead of electrons. It was even-
tually established that protons and neutrons have three
quarks inside each of them.

The cutting edge of this kind of experiment is the Large
Hadron Collider at CERN, near Geneva Switzerland, which
uses generalizations of these basic techniques. A technical
complication is that rather then sending a beam towards
a target, at the Large Hadron Collider two beams of pro-
tons have to collide almost head-on. This requires a very
complicated sequence of magnets to focus each beam of
particles down to as small a size as possible. The advan-
tage is that this set-up maximizes the amount of energy
available in the collision. The experimental teams of thou-

Drawing showing half of the
ATLAS detector, one of the
two main detectors at the
Large Hadron Collider. The
arrow indicates the height of
an average human.

sands of people try to understand what happens in these
collisions by recording the directions and energies of the
different particles that come out of each collision. Rather
than having a movable detector, the collision region is com-
pletely surrounded by several layers of different kinds of
detectors, that are optimized for finding different types of
particles. The detectors are as large as a four story building
(Fig. 7.10).

Fig. 7.10 Map of the Large Hadron Collider (large ring)
which goes under several towns and villages. I lived in one
of them, Ferney-Voltaire, for seven months while visiting
the lab.
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The main difference between the classic experiments de-
scribed above and the Large Hadron Collider is that we
now use particles with much higher energies: the protons
each have energies around 6.5 trillion (6,500,000,000,000)
electron-volts. To reach such high energies the ring that
accelerates the protons and stores the beams is about 9
kilometers (5 miles) across!

��� More Accurate !! The Large Hadron Collider is our most advanced in-
strument for probing structure at small scales. It is allowing us to study particle
interactions at a scale of 10−18 meters, which is 100,000,000 times smaller than
an atom!



Chapter 8

Mini Black Holes

8.1 Black Holes

��� Misconception !! The Large Hadron Collider could spawn a planet devour-
ing mini black hole.

Around the time that the Large Hadron Collider first
turned on in 2008, they were a series of dramatic head-
lines claiming that the Large Hadron Collider could pro-
duce mini black holes and that these black holes would
then eat up the Earth! These stories were all over the
internet, including sites that you would’ve thought were
more reliable, serious sources. For example, the National
Geographic News on September 10, 2008, had the following
headline: “Worst Case: Collider Spawns Planet-Devouring
Black Hole.” (Fig. 8.1).

Of course the people who built the Large Hadron Col-
lider had no intention of blowing themselves up or destroy-
ing the Earth that they live on. They knew that there would
not be a problem with running the Large Hadron Collider
because the amount of energy per collision that we can cur-
rently produce in an experiment is minuscule compared to
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Fig. 8.1 Artist’s impression of a mini black hole devouring
the Earth, starting out in Geneva, Switzerland.

the energies that are produced in outer space. For example,
cosmic ray showers hit the Earth constantly, and some of
those collisions have energies much larger than those that
occur at the Large Hadron Collider. Collisions from cosmic
rays with comparable energies to the Large Hadron Col-
lider happen once per square meter per year on the surface
of the Earth. Cosmic rays with energies a thousand times
larger arrive at a rate of one per square kilometer per year.
Nature has been running this experiment for 4 billion years
with no catastrophic production of black holes. In addi-On the Web:

Large Hadron Collider

Safety Assessment:

bit.ly/2ckKnT3.

tion cosmic rays have been hitting the moon for a similar
amount of time and, more importantly, lots of other very
dense objects like white dwarfs and neutron stars. Even
if the mini black holes could be produced in cosmic rays
and then punch right through the Earth, they could not
punch through such dense objects. The fact that we have
seen lots of white dwarfs and neutron stars meant that the
Large Hadron Collider was safe to turn on.

A more interesting question is why would we expect that
mini black holes could be produced in the first place. In the
standard theory of gravity, Einstein’s theory of general rel-
ativity, they would not be produced at the Large Hadron
Collider. Einstein’s theory does predict black holes: when-
ever a sufficiently large mass (or energy) is compressed in
a small enough region, a black hole should form. For ex-
ample, if the mass of the Earth (about 6× 1024 kilograms)
was compressed in a sphere of radius 8.8 millimeters (about
one third of an inch), it would form a black hole. The basic
idea of a black hole is just that with a sufficiently strong
gravitational field even light cannot escape gravity’s pull.On the Web:

Michell’s paper:

bit.ly/2cXG9yu.
This idea goes way back before Einstein, starting with John
Michell in 1784. You may have heard that the escape veloc-
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ity for a rocket to leave the Earth is about 11.2 kilometers
per second (about 7 miles per second or 33 times the speed
of sound), but with all of its mass compressed into a ra- The speed of light is 3 × 108

meters per second or 186,000
miles per second.

dius of 8.8 millimeters, the escape velocity of the Earth is
greater than the speed of light, and so we have a black hole.

The radius that a mass must be squished down to in or-
der to form a black hole is called the object’s Schwarzschild
radius, after Karl Schwarzschild, who was the first person
to find a solution of Einstein’s equations describing a spher-
ical black hole. Anything venturing inside of a black hole’s
Schwarzschild radius will not get back out. We believe that
one way to achieve the super-high densities needed to form
a black hole is during certain very large supernova explo-
sions. It is also possible that some black holes formed when
the universe was very young, before there were any galax-
ies or stars; these are called primordial black holes. De-
spite our fuzzy knowledge about how black holes are made,
we know that they are not just theoretical daydreams: we
have plenty of evidence that black holes really exist. There
is a 4.1 million solar mass (or 8.2 × 1036 kilograms) black
hole at the center of our Milky Way galaxy. Astronomers
have watched for years as stars zip in tight orbits around a
region that looks quite empty, except for some occasional
flares (possible these occur when something falls into the
black hole). This black hole should have a Schwarzschild
radius of 1.2× 1010 meters (about four times the radius of
Uranus’s orbit).

��� More Accurate !! More generally the point of no return when approaching
a black hole is called the event horizon; for a black hole that isn’t rotating, the
event horizon is at the Schwarzschild radius. The event horizon of a rotating black
hole is more complicated than a sphere.

More recently the LIGO experiment has recorded the
gravitational waves produced by the collision and merger of On the Web:

Gravitational waves

from black hole merger:

bit.ly/2deUF7e.

two black holes with masses about 30 times that of the Sun.
Each of them would have a Schwarzschild radius of about 90
kilometers (55 miles). The astounding feat of capturing the
tiny ripples in space from a collision over one billion light
years away (a light year is the distance light travels in one
year, 9.5× 1012 kilometers or 5.9× 1012 miles) surprised a
lot of people. Since it took the gravitational waves traveling
at the speed of light over a billion years to get here, it also
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gave the scientists an opportunity to joke that the collision
they observed “happened a long time ago in a galaxy far,
far away!”

You have probably noticed a trend in the numbers I’ve
given for black holes. The larger the mass of the black
hole, the larger the Schwarzschild radius. In fact, the re-
lationship is strictly linear; if we double the mass, we also
double the Schwarzschild radius. With the energy avail-
able in our colliders, this means we are talking about very
small back holes. The typical energy in a collision at the
Large Hadron Collider is 1 tera electron-volt (1012 electron-
volts). If this energy was sufficiently compressed to form

Max Planck (1858–1947) in-
troduced a constant that ap-
pears in all quantum mechan-
ical formulas, it is now known
as Planck’s constant.

a black hole, then Einstein’s theory would predict it to
have a Schwarzschild radius of 3 × 10−51 meters. Talk-
ing about such tiny black holes, we might worry that we
have extrapolated Einstein’s theory beyond where is appli-
cable. Einstein’s theory of gravity is notoriously incompat-
ible with quantum mechanics, and a simple estimate shows
that quantum effects should become important for gravity
at distance scales around the Planck length: 10−35 meters.
That is a distance that is 1020 times smaller than the size
of a proton! We are nowhere near testing gravity at suchOn the Web:

Short distance gravity

tests: bit.ly/2cs2HYK.
length scales. Currently precision tests of gravity go down
to around 10−4 meters.

8.2 Black Holes and Extra Dimensions

Since physics is really an experimental science, the fact
that we haven’t tested gravity at very small scales means
that Einstein’s theory of gravity might break down before
we get to the Planck length. In principle it could break
down at any length scale smaller than 10−4 meters. This
is exactly what happens in theories of “large” extra di-
mensions, where large here means large compared to 10−19

meters, the length scale that we can probe with the Large
Hadron Collider. To see why, we need to know a little more
about how gravity works.

Newton famously showed that the force of gravity be-
tween two masses is proportional to the product of the
masses and falls off as one over the square of the distance
between them. That is, if we double the distance, the force
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of gravity is reduced by a factor of four. There is a con-
stant multiplying all of this that gives the correct units of
force, it is called Newton’s constant. In our modern lan-
guage, Newton’s constant is proportional to the square of
the Planck length. One way of looking at it is that gravity
is so weak compared to the other forces because the Planck
length is so small.

The fact that gravitational forces (like electric forces be-
tween two charges) fall with one over the distance squared
is a consequence of living in a three-dimensional space. If
we lived in a four-dimensional space, the force would fall
like one over the cube of the distance. The distance in the
denominator is raised to a power, and the power is always
the number of spatial dimensions minus one. The reason for
this is that the gravitational field has to spread out as we go
farther from a massive object: in a two-dimensional world,
it would spread over a circle whose circumference grows lin-
early with distance; in a three-dimensional world, it spreads
out over a sphere whose area grows with the square of the
distance. An easy way to picture this is using “field lines,”

Michael Faraday FRS
(1791—1867) used his intu-
itive understanding of field
lines to discover electro-
magnetic induction which
lead to electric motors and
generators.

a concept introduced by Michael Faraday to help under-
stand electromagnetic forces. Faraday suggested that it is
helpful to think of the forces between electric charges as the
result of fields that pervade space. An electric charge pro-
duces a field around it, and other electric charges respond
to that field. James Clerk Maxwell later used these ideas
to show that light waves are oscillations of these fields. To
visualize this, we can draw simple diagrams of the fields.
For each electric charge, we draw evenly distributed lines
coming out it in all directions. Larger charges have more
lines; double the electric charge means double the number
of electric field lines. The direction of the field lines indi-
cates the direction that a very small charge would move at
that position. Like charges repel, so the small charge would
move outward along the field line, while an opposite charge
would move inward toward where the field lines are concen-
trated. The density of the field lines indicates the strength
of the electric field. The same idea works for gravity where
the number of field lines is proportional to mass (or energy)

The field lines between a
positive and a negative
charge.

rather than charge, but there is no gravitational repulsion,
only attraction. Figure 8.2 shows how gravitational field
lines would work in two and three dimensions.
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Now suppose there were some small extra dimensions
(imagine an extra circle or sphere at each point in ordinary
space) that we can’t move through either because they are
wrapped too tightly or we are simply stuck at a special
point. If we are always stuck at one point in the extra di-
mensions, then we won’t be able notice them easily, and/or
if they are much smaller than 10−4 meters, then they would

Fig. 8.2 Field lines in a two-dimensional world and a three-
dimensional world. The field lines spread faster in higher
dimensions.

also be extremely hard to discover. But even if we can’t
move in the extra dimensions, gravity will, since, as Ein-
stein taught us, gravity is the curvature of space and time,

In Einstein’s theory of gravity
the orbits of planets can be
understood as the planets
following the shortest path in
the curved spacetime around
a star.

so gravity can go wherever there is space and time, includ-
ing in the extra dimensions. In that case the way the grav-
itational field lines spread out will change from our stan-
dard picture of gravity. When we look at distances smaller
than the size of the extra dimensions, then the gravitational
field falls off with a larger power of distance because there
are more dimensions to expand into. But when we look
at distances larger than the size of the extra dimension,
everything will work as we would expect for three spatial
dimensions, and the gravitational field will fall like one over
the square of the distance, just as Newton thought.

Turning it around and starting from large distances and
going to smaller distances, we would see that at first the
gravitational field grows as usual, but when we get to dis-
tances smaller that the size of the extra dimensions, it starts
growing much faster. Depending on the sizes and numbers
of extra dimensions, it is quite possible that gravity be-
comes strong not at the Planck length but at distances like
10−18 meters. In other words the hidden extra dimensions
would be masking the fact that the true Planck length is re-
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ally 10−18 meters and not the 10−35 meters that we naively
thought. This may still seem like an incredibly tiny dis-
tance, but this is the scale that the Large Hadron Collider
can probe. If we lived in such a universe, then it would
be possible to create mini black holes at the Large Hadron
Collider!

It still may seem a stretch to you that colliding two or-
dinary protons could produce the extreme densities needed
to produce a black hole. It is perhaps easier to think about
how things work if we imaging moving at almost the same
speed as one of the protons. During the collision we would
see this very slowly moving proton being approached by
another proton that is moving almost at the speed of light.

From the point of view of the
top rocket, the identical rocket
speeding by below in the op-
posite direction looks shrunk
along its length.

From the point of view of the
bottom rocket, it is the top
rocket that is shrunk. Special
relativity makes both points of
view consistent because events
that seem simultaneous from
one view point are not simul-
taneous in the other.

Since it is moving near the speed of light, we know that
we need to take into account Einstein’s special theory of
relativity. Things moving near the speed of light do not
behave like the things we see in everyday life. For this sit-
uation the most important thing to focus on is the appar-
ent length contraction. The proton will appear to be very
squished along its direction of travel. This does not just
apply to the proton but also its electric and gravitational
fields. Figure 8.3 shows what happens to the electric field
lines for protons at three different velocities. As the proton
moves faster, the field lines are squished more and more
so that they are denser in the directions at right angles to
the direction of motion. The density of the field lines tells
about the strength of the field, and as we see in Fig. 8.3,
in the regions where there are few field lines, the electron
travels in almost a straight line, and in the region with a
large number of field lines, the electron’s path is curved.

The gravitational field lines are squished just like the
electromagnetic field lines, but there is an extra twist, the
strength of the gravitational field depends on the total en-
ergy of the proton, and the faster it travels, the more en-
ergy it has, and the stronger the gravitational field. At high On the Web:

Black hole creation

in colliders:

bit.ly/2cJPDig.

enough energies the field is so strong that even if initially
the protons looked as if they would pass by each other, the
strong gravitational scattering can make them pass very
close together, so close that the fast proton is within the
Schwarzschild radius of the slow proton. This happens with
a large probability only when the energy in the collision is
high enough to resolve the Planck length. In an ordinary
world with three spatial dimensions and a Planck length
of 10−35 meters, this would take a tremendous amount of
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energy, about 2× 1018 times as much energy as the proton
mass. In a world with extra dimensions and a Planck length
of 10−18 meters, this can happen with an energy around a
thousand times as much as the proton mass, which is the
energy available in a collision at the Large Hadron Collider.
So if we see mini black holes being produced at the Large
Hadron Collider, then we will know that gravity is very dif-
ferent at the scale of 10−18 meters than it is in everyday life.

Fig. 8.3 (Left) An electron (curved line) scattering through
the electromagnetic field of a proton. (Center) An elec-
tron scattering through the electromagnetic field of a proton
moving to the right at 94% of the speed of light (the motion
of the proton is subtracted out, so it is at a fixed position
in the diagram and only the electron is shown moving).
(Right) An electron scattering through the electromagnetic
field of a proton moving at 99% of the speed of light.

Previously I said that we knew the Large Hadron Col-
lider was safe to turn on because cosmic rays had not pro-
duced disastrous effects on Earth and on neutron stars,
doesn’t this mean that we already know that mini black
holes will not be produced? Note quite, it means that if
mini black holes are produced, they will not be disastrous!
This seems very counter-intuitive since black holes have
a reputation for swallowing up everything they get near;
however it has been known since the 1970s that quantum
mechanics makes lightweight black holes evaporate. By a
“lightweight” black hole, I mean one that has a Schwarz-Antielectrons are also called

positrons. They were pre-
dicted by Paul Dirac in 1928
as a consequence of com-
bining special relativity and
quantum mechanics and dis-
covered in 1932 by Carl An-
derson, who won the No-
bel Prize for his discovery in
1936. Anderson also discov-
ered the muon.

schild radius that is not too much larger than the Planck
length. The calculation that shows how black holes can
evaporate combines quantum mechanics, and gravity is a
subtle way and was first done by Stephen Hawking. It was
this calculation that made him a star in the physics world.
The essence of Hawking’s calculation is that, because of
quantum mechanics, pairs of particles (e.g., an electron and
and antielectron) can just appear out of empty space. This
is because there is an uncertainty principle (see Sect. 2.3)
relating energy and time, which means that energy con-
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servation can be violated briefly if it only happens for a
short enough time. The bigger the violation, the shorter the
amount of time that it is allowed. This means that particles
are constantly appearing out of nowhere and disappearing
before we have time to notice them directly. However if a
particle and antiparticle pair materialize near a black hole,
it is possible for one of them to fall into the black hole while
the other one escapes. The particle that falls in can never
escape to reunite with its partner, which is then free to We can see the effects of

pairs of charged particles ap-
pearing and disappearing in-
directly through its affects on
the strength of electric attrac-
tion and repulsion at very
short distances.

speed off far away from the black hole. Energy is conserved
in the end because the mass of the black hole decreases by
the amount of equivalent energy that the escaping parti-

Einstein’s formula, E =
mc2, gives the equivalent en-
ergy, E, for a particle at rest
with a mass m, where the
conversion factor, c2 is the
speed of light squared.

cle took away. Thus the black hole evaporates by emitting
particles. For a very heavy black hole, this process is very
slow and can easily be overcome by other bits of matter
(or radiation) falling into the black hole. For lighter black
holes the evaporation process is faster, and for very light
black holes, the “evaporation” is more like an explosion.

For a mini black hole produced at the Large Hadron
Collider, one finds that it would evaporate in as short time
as 10−22 seconds, so it would not have time to swallow
anything. If it was produced, it would almost immediately
disappear in a burst of particles (Fig. 8.4).

��� More Accurate !! Black holes are not completely black; they emit Hawking
radiation. The smaller the black hole, the faster it emits Hawking radiation.

Fig. 8.4 Stephen Hawking enjoying zero gravity aboard the
“vomit comet,” a modified Boeing 727 in free fall.



Chapter 9

Particle Colliders and the
Universe

9.1 The Higgs Boson

��� Misconception !! The Higgs Boson could wipe out the Universe.

Another scary headline appeared on CNET in 2014 pro-
claiming “Stephen Hawking: God particle could wipe out
the Universe.” To understand what Hawking was referring
to takes a little bit of work. First of all, what the media

Rutherford’s drawing show-
ing how the radiation com-
ing from a radioactive sample
could be separated by a mag-
netic field. Here alphas are
deflected to the left, βs are de-
flected much more and in the
opposite direction, while the
γs are unaffected.

calls “the God particle” is what physicists call the Higgs bo-
son. The Higgs boson is a special type of particle that was
discovered (to great fanfare) in 2012 at the Large Hadron
Collider. In some sense this discovery was the most im-
portant since the time of Ernest Rutherford. Among other
things, Rutherford was one of the first scientists to study
radioactivity. In one of his early papers, he classified the
three different types of radiation he had found. He called
them alpha rays, beta rays, and gamma rays (also written
as α, β, γ, the “ABCs” of the Greek alphabet).
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Rutherford later showed that the rays he had called al-
phas were in fact made up of the nuclei of helium atoms.
These alphas can be spit out of a nucleus in some types
of radioactive decays. With our more modern nomencla-
ture we refer to the class of particles made of quarks as
hadrons. The Large Hadron Collider has hadron in its name
because it collides protons together, and protons are a type
of hadron, being made out of three quarks. The alpha isThere are six types of quarks

that have somewhat whimsi-
cal names. Up, charm, and
top have a charge equal to
two thirds of a proton charge,
while down, strange, and bot-
tom have negative charges,
one third of the charge of an
electron. A proton is made
of two up quarks and one
down quark, while a neutron
is made of one up quark and
two down quarks.

made up of two protons and two neutrons, so it is a partic-
ular arrangement of 12 quarks.

The particles that Rutherford called betas turned out to
simply be electrons. We now know that there are other par-
ticles similar to electrons like muons and neutrinos. None of
these particles feel the strong force that binds quarks tightly
together. We call this category of particles leptons. The
names hadron and lepton come from Greek words mean-
ing heavy and light; often particles made out of quarks are
much heavier than the leptons.

Finally the rays that Rutherford called gammas were
really just very high-energy photons, that is, particles of
light. Since Rutherford’s time, we’ve discovered other par-
ticles that are similar to photons; these are the three types
of “force carriers.” Electrically charged particles like elec-
trons can feel the electromagnetic force because they can
exchange photons with other electrically charged particles.
In addition to the photon, there is also the gluon whichThe standard model specifies

which particles can interact
with which, and the strength
of each interaction. Applying
the combination of quantum
mechanics and special relativ-
ity (known as quantum field
theory) allows us to make
very precise predictions that
have been verified in an amaz-
ing range of experiments.

carries the strong force that binds quarks together to form

While the gluon and photon
are massless, the W has a
mass about 80 times as large
as a proton mass, while the Z
has a mass about 90 times as
large as a proton mass. This
difference in masses is tied to
how they interact differently
with the Higgs boson.

hadrons (the name gluon was actually inspired by the re-
quirement for some very strong “glue” to hold the quarks
together). There are also W and Z bosons associated with
the weak force that is responsible for the type of radioactive
decay where electrons (or antielectrons) and neutrinos are
emitted by the nucleus, and the fusion process in the Sun
where protons are converted to neutrons as heavier elements
are built up starting with only hydrogen. Physicists call all
of these force-carrying particles gauge bosons. Amazingly
Rutherford knew about the three classes of particles that
make up almost all of the modern “standard model” of par-
ticle physics: hadrons, leptons, and gauge bosons.

What was later learned through careful experiments is
that there is a fundamental difference between the cate-
gories: quarks and leptons have spin one half, while gauge
bosons have spin one. The word spin sounds like it refers
to some type of rotational motion, but it is quantum me-
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chanical so a particle with spin does not quite behave like a
spinning top. As far as we know quarks and leptons don’t
occupy any volume, so there is “nothing to spin.”

For an example of how a quantum spin is different from
a rotating ball, consider a spinning top with an electric
charge. Such a charged top would be deflected if it went
through a varying magnetic field. The amount of deflec-
tion would depend on the angle between the direction of
the magnetic field and the direction of the axis that the
top is rotating around. If we sent a “beam” with many
such electrically charged tops through a magnetic field, and
each top rotated around an axis in a random direction, the
beam would spread out since each top would get a different
deflection. However if we send an electron through a vary-
ing magnetic field, we get only two types of deflections,
corresponding to the electron spin direction aligned with
the magnetic field and the electron spin anti-aligned to the
magnetic field. This is how Otto Stern and Walther Ger-
lach first demonstrated that electrons come in two possible
spin states rather than a continuous distribution of differ-
ent spin directions. This is a general property of particles
with spin one half. Massive spin-one particles like the W Particles with a spin that is

a whole number are generally
called bosons, while particles
with spin that is half of an
integer are called fermions.
The names were invented by
Paul Dirac as homages to
Satyendra Bose and Enrico
Fermi who performed early
studies of the quantum me-
chanical implications of spin.

and Z come in three spin states. In general the number
of spin states of a massive particle is two times the spin
plus 1.

There is one type of particle that we’ve seen in nature
that Rutherford had no example of, and that is a particle
without any spin, that is, spin zero. The only (possibly)
elementary particle that we know of which has spin zero is
the Higgs boson. In Rutherford’s language we have finally,
after more than 100 years, found a new type of particle that
Rutherford probably would have called the “delta” (δ, the
fourth letter in the Greek alphabet).

Other than its novelty, the reason why scientists are ex-
cited about the Higgs boson discovery is that in the stan-
dard model, the Higgs boson is required for an explanation
of how particles get mass. In rough terms, the mass of a
particle is proportional to how much it sticks to “empty”
space. However by “empty” space, we don’t really mean
space that is absolutely empty; we mean it is empty of par-
ticles like electrons and quarks, but there is still a Higgs
field present. The Higgs boson which was discovered is a
fluctuation of the Higgs field just like photons are fluctu-
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ations of the electromagnetic field. In “empty,” very far
from any charged particles, there shouldn’t be any electric
or magnetic fields either, but the standard model predicts
there is a nonzero value of the Higgs field.

To see how this strange state of affairs comes about
it is useful to remember that it costs energy to produce
an electric or magnetic field. Anybody who pays a utility
bill knows that it costs energy and hence money every time
they flip a switch to turn on the lights. Light bulbs produce
electromagnetic fields; some of the oscillations of the fields
are wavelengths that our eyes can detect, which we call
light. However in the case of the Higgs field, it costs us
energy to turn the Higgs field off.

Fig. 9.1 A soccer ball sitting in the caldera of a dormant
volcano.

For a simple analogy to the energy requirements for the
Higgs field, you can think of rolling a ball around the bot-
tom of the caldera of a volcano as shown in Fig. 9.1. Viewed
from above, there is a circular valley around the cone in the
center. If we wanted to get the ball out of the volcano, we
have to raise its gravitational potential energy to get overGravitational potential en-

ergy is a way of keeping track
of how much energy is needed
to provide the work to lift
something in the gravitational
field of the Earth.

the rim. The lowest energy state for the ball is at the bot-
tom of the valley. It doesn’t matter where along the valley
it sits; if the bottom of the valley is level, there is the same
gravitational potential energy at any point. But to get to
the middle of the volcano, we have to roll the ball up to the
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top of the central peak. We have to do work to push it up
that hill; that is how we raise its energy. If we look at a plot
of the energy required for a given value of the Higgs field,
the central peak of our volcano corresponds to the point
where the Higgs field is completely off, and the bottom of
the valley corresponds to a nonzero value of the Higgs field,
as in Fig. 9.2. If we put our ball down at random, it will
roll down to the bottom of the valley. The same is true of
the Higgs in the early universe; it may have started out in
the off position, but eventually it ended up at the bottom
of the valley with a nonzero value.

Fig. 9.2 The stored energy density plotted as a function of
the value of the Higgs field (in GeV or 109 electron-volts).
The second plot shows the same thing but over a broader
range of values for the Higgs field. In the first plot, we see
there is a minimum near 246GeV, and the energy stored
gets larger as we go to slightly larger or smaller values of
the Higgs field.

Particles that interact with the Higgs field are slowed
down as they move through space. The more that they in- Of the known particles, the

top quark has the strongest
interaction with the Higgs, so
it has the largest mass, about
175 times the mass of a pro-
ton. The Higgs also interacts
with itself and gets a mass
about 125 times the mass of
the proton.

teract with the Higgs field, the harder it is to push them
around and the heavier they are. The photon has no inter-
action with the Higgs field, since the Higgs boson has no
charge, so the photon remains exactly massless. The same
is true for the gluon; the Higgs boson does not experience
the strong force the way quarks do, so the gluon does not
get a mass from the Higgs field. The W and Z bosons do
interact with the Higgs, so they do get a mass. The electron
also interacts with the Higgs, but this interaction strength
is much weaker than that of the W and Z, so the electron
is much lighter than the W and Z bosons. The standard
model does not explain what the values of the interaction



110 CHAPTER 9. PARTICLE COLLIDERS AND THE UNIVERSE

strengths of the quarks and the electron should be. That
is one reason why physicists hope to find a more predictive
underlying theory. Just as Newton’s theory of gravity was
a good approximation to Einstein’s theory of gravity under
certain circumstances, we hope that the standard model is
just a useful approximation (that happens to work very well
at the length scales that we have probed so far) to a deeper,
underlying theory.

Finally we can get to what Stephen Hawking was wor-
rying about! As in the volcano analogy, the energy func-
tion for the Higgs field may also have a rim, as shown in
Fig. 9.3. In the standard model, we can approximately cal-
culate where the “rim” is. So it’s theoretically possible forIn the standard model of par-

ticle physics, the “rim” is
at a value about 100 million
times larger than the mea-
sured value of the Higgs field.

the Higgs to get into an even lower energy state than at the
bottom of the valley, just like the ball going over the rim
and rolling down the side of the volcano. If the Higgs field
went over the “rim,” the masses of all the particles in the
universe would suddenly change, and the stable structures
that we know about (like atoms and molecules) would no
longer exist; they would be turned into some very different
structures (or possibly there would be no stable structures
at all). So although this transition to a new value of the
Higgs field would create a new type of universe, its Genesis
would be our Armageddon.

The actual form of this new universe would depend on
what the new value of the Higgs field turned out to be.
In our analogy, this would depend how long the ball can
roll down the side of the volcano without encountering an
obstacle. This is something that we can’t determine in the
standard model, because the field values get so strong that
we run into quantum gravity, and no one currently knows
how quantum gravity works.

Before you start worrying too much, I should note that
the calculation of this “rim” for the standard model Higgs
involves an extrapolation far, far beyond what we have ex-The estimated time for

the instability in the stan-
dard model of particle
physics ranges from 10100 to
10200 years, while the current
age of the universe is about
1.4× 1010 years.

perimentally probed, so we don’t know that the standard
model prediction for the Higgs potential energy is correct.
If the standard model is just an approximation to a deeper
theory, then all bets are off. Even if the standard model
prediction was correct, the average time it would take for
this process to happen is much longer than the current age
of the universe, so it is extremely unlikely to happen any-
time soon.
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Fig. 9.3 The stored energy plotted as a function of the value
of the Higgs field (in GeV or 109 electron-volts) over in-
creasingly broader ranges of the Higgs field. As we examine
larger values of the Higgs field, the energy stored gets larger
as we go to very large values of the Higgs field. However at
extremely large values of the Higgs field, around 1010 GeV,
we see that the energy stored starts to decrease to large,
negative values.

9.2 Parallel Universes

��� Misconception !! The LHC could prove the existence of a parallel universe.

An article from the Science Times in 2015 proclaimed:
“Large Hadron Collider Could Prove the Existence of Star
Trek’s Parallel Universe.” This was accompanied by pic-
tures of good Spock and evil Spock (you can tell he is evil
by the beard; see Fig. 9.4).
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Fig. 9.4 The good Spock and the evil Spock from a parallel
universe.

In order to understand the (feeble) basis for this head-
line, we have to know something about the dimensions of
space and time. You know that you can specify your po-
sition on the surface of the Earth by two numbers, for ex-
ample, latitude and longitude or even the numbers of two
cross streets in a city. This is because the surface of the
Earth is two-dimensional. If you actually had a meeting
with someone at the intersection of First Street and Fifth
Avenue, you might find that you need another dimension;
that is, you might have to know what floor of the building
your meeting was on. The height above the surface of the
Earth is a third dimension. This means that space is three-
dimensional: we can specify a position in space by three
numbers. Still, to make your meeting, you need to know
one more number: you need to know the time of the meet-
ing. This really means that spacetime is four-dimensional.
There are lots of other numbers we could use to give in-
formation about your meeting like the temperature of the
room, or the barometric pressure, but those other numbers
do not correspond to dimensions.

To understand a little better why some numbers corre-
spond to dimensions and other numbers do not, it’s helpful
to think about what happens when we describe positions
using two different systems of labeling directions (or coor-
dinates). Suppose that to go from your house to work, you
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need to go 3 miles east and 4 miles north; that means your
office is 5 miles (as the crow flies) from your house. Sup-
pose I had purchased a cut rate GPS system that didn’t
quite work and that thinks north is in a different direction,
then it might tell me that your office is 1 mile “north” and
4.9 miles “east.” That would still make your office 5 miles
away, but the way I’ve divided up the distance into “north”
and “east” (the coordinates) is different from the usual def-
inition of north and east; see Fig. 9.5.

Fig. 9.5 The distance between two points does not depend
on which direction we choose to call North, but the part
that is North and the part that is East do depend on this
choice.

Mathematically we would say that my coordinate sys-
tem is rotated from your coordinate system, my “North”
is a combination of your North and West, and my “East”
is a combination of your North and East. Which direction
we choose to call North is somewhat arbitrary. We could
use the geographic North Pole or the magnetic North Pole,
but whichever we use, the distances between two places
will be the same. Choosing different coordinate systems is
an example of a type of symmetry transformation. In this
case, we’ve chosen two coordinate systems that are related
by a rotation which mixes the two dimensions in one co- A rotation is just one type of

a symmetry transformation.ordinate system to come up with two new dimensions in
the new coordinate system. This is a general feature of
dimensions: under symmetry transformations, dimensions
can transform into each other, but the number of dimen-
sions doesn’t change. Famously Einstein showed that time
is really another type of dimension and that the symme-
try transformation that mixes up time and space is just
changing our velocity!
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Let’s look at a simple example of how space and time
could get mixed together. Suppose Anna is holding two
flashbulbs. She holds her arms extended sideways and ar-
ranges for the two flashbulbs to go off simultaneously. Some
of the light from the left flashbulb travels right, toward her
nose, and some of the light from the right flashbulb trav-
els left, also toward her nose. If her arms are the same
length, then the light from each flashbulb reaches her nose
at exactly the same time; see Fig. 9.6.

Fig. 9.6 Two lights are flashed on simultaneously and meet
at Anna’s nose in the middle sometime later.

Now let’s imagine what Bob sees as he moves past Anna
at some velocity. From Bob’s perspective, Anna is moving
to the right, and he sees that the light from each flashbulb
meets at her nose at exactly the same time. But her nose
is moving to the right, toward the right flashbulb and away
from the left flashbulb. The light from the right flashbulb
travels a shorter distance, so in order to meet at the same
time, the light from the trailing flashbulb had to start out
earlier; see Fig. 9.7.

Thought experiments like these led Einstein to his the-
ory of special relativity. What Anna thinks of as simul-
taneous (occurring at one particular time) is, according to
Bob, a series of events that occur at different points in time.
What Anna thinks of as a space direction (at a single point
in time) is a mixture of Bob’s time and space. What Bob
thinks of as a space direction is a mixture of Anna’s time
and space directions; see Fig. 9.8.



9.2. PARALLEL UNIVERSES 115

Fig. 9.7 The same two lights are flashed on but viewed by
someone moving with respect to Anna. From this point of
view, the lights cannot turn on simultaneously if they are
both to meet at Anna’s nose at the same time, since her
nose is moving away from one light and toward the other.

Fig. 9.8 A spacetime “map” of the emission of the simulta-
neous light flashes. In these maps, light rays travel along
diagonal lines. The map on the left is from the point of view
of Anna, who is moving with the flashbulbs, and the line
from A to A represents Anna’s nose (where the light flashes
eventually meet) moving through time at a fixed position
in space. The map on the right shows the point of view of
Bob, who sees Anna and the flashbulbs moving toward the
East. The flashbulb on the left goes off first, so that the
flash can meet up with the flash coming from the right.
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��� More Accurate !! What is simultaneous to you is not simultaneous for
someone moving relative to you.

Now that we have a better idea of what spacetime di-
mensions are, we can turn our attention, again, to extra
dimensions. The idea of extra dimensions has been popu-Yes his name was really Ed-

win Abbott Abbott, with Ab-
bott appearing twice. His fa-
ther was Edwin Abbott.

lar since the 1800s. In 1884, Edwin Abbott Abbott wrote
“Flatland,” a very funny story about a square living in
a two-dimensional world who tries to understand the idea
three dimensions after he is visited by a three-dimensional
sphere. At first he dismisses the idea that there could possi-
bly be more than two dimensions, but the sphere lifts him
out of Flatland into the third dimension where he has aA sphere visiting Flat-

land looks like a cir-
cle to the square.

When the sphere moves
into the third dimension
he appears to shrink to
a point and disappear.

bird’s-eye view of everything, including the insides of his
friends. After grasping three dimensions, the square begs
to be shown higher dimensions, like the fifth, sixth, and
even the tenth dimension. The sphere assures him that it
is crazy to imagine that there could possibly be more than
three dimensions.

In physics the popularity of extra dimensions is pri-
marily due to the rise of string theory, which requires 10
or 11 dimensions in total for self-consistency. It used to
be thought that there were six different (and very poorly
named) types of string theory: in 10 dimensions, there was
Type I, Type IIA, Type IIB, and two types of “heterotic”
theories, while in 11 dimensions, there was something called
“supergravity.” Ed Witten showed that all these different
string theories were just approximations to a more com-
plete theory that he called “M theory.” For example, if you
could take one of the dimensions of the 11-dimensional the-
ory and wrap it around a circle and then imagined making
the circle very small, you would end up with one of the 10-
dimensional theories. This is also how you could imagine
reducing 10-dimensional theories down to the four dimen-
sions of spacetime that we see. You would need six of the
dimensions to be very small, for example, being very small
circles or perhaps just extending over a small interval.
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��� More Accurate !! String theorists usually prefer that their extra six dimen-
sions preserve some special symmetries, so they use Calabi-Yau manifolds rather
than circles, spheres, or short intervals.

Jokingly people have referred to “M theory” as the the-
ory formerly known as string, because in addition to the
strings, there are variety of extended objects with varying
numbers of dimensions. For example, we could consider
a membrane which has two dimensions. For brevity this is
sometimes referred to as simply a “brane” or a 2-brane to be
specific. In this language, a string can be thought of as a 1-
brane and a particle as a 0-brane. Now consider a 3-brane,
which would be a “brane” that fills up an entire three-
dimensional space, like our universe. “M theory” allows for
strings to be stuck on this 3-brane. We could even imag-

Parallel 2-branes with strings
attached and a closed loop of
string moving between them.
In “M theory” the particles of
gravity, gravitons, correspond
to closed loops of string and
can move anywhere.

ine that very short strings on this 3-brane correspond to the
particles in our world. Since this theory could have six extra
dimensions, we can easily imagine putting another 3-brane,
parallel to our universe (the 3-brane we live on), somewhere
off in one of the extra dimensions. This parallel 3-brane
would be another universe. Depending on what kind of
strings are stuck on it, it could have the same laws of physics
as our universe or completely different laws of physics.

How would we ever see evidence for such a parallel uni-
verse? First of all, we would have to establish that there is
indeed an extra dimension. One way to do that is to pro-
duce particles that are able to leave our 3-brane and travel
in the extra dimension. To our limited 3-brane mentality,
that would look like particles (with energy) that simply
disappeared, just as in Flatland when the sphere is able
to vanish by simply moving into the third dimension. It
is possible that the Large Hadron Collider could produce
such particles. The experimentalists who built the detec-
tors scour their data looking for such events, but so far they
have not seen any evidence of an extra dimension. Even if
they did find evidence for an extra dimension, this would
(by itself) not tell us whether there was an actual parallel
universe; so parallel universes remain firmly in the realm of
science fiction for now.



Chapter 10

Physics in the News

10.1 Cell Phone Radiation

��� Misconception !! Scientists raise alarms about cell phones.

A headline fromMother Jonesmagazine from 2015 warns
that “Scores of Scientists Raise Alarm About the Long-
Term Health Effects of Cell Phones.” A photograph shows
a woman wincing in pain while holding a cell phone, as
an eerie red glow envelops the side of her face next to the
phone. Stories about the dangers of cell phones keep pop-
ping up year after year. The situation is somewhat similar
to the climate change debate. While the vast majority of
scientists believe climate change is occurring, there are a
few scientists who claim that everyone else is wrong. The
media often turns this into a “he said, she said” story, usu-
ally without making any comment on the value of the sci-
entific arguments presented.

Unlike politics, science proceeds by examining real evi-
dence, not by presenting “alternative facts.”
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One of the problems with the research into the possi-
ble health effects of cell phones is that most of the studies
are done on very few people for a short amount of time.
This means that there is a lot of statistical uncertainty in
the results. A further problem is that often the studies are
done by choosing people who have some type of brain dis-
ease and asking them go back and try to remember some
common element that may have caused their disease. As
the popularity of cell phones has risen, the likelihood that
anybody with a brain cancer also has a cell phone is quite
high. This type of study can never tell us if there is a cause
and effect relationship or just a random correlation.

The gold standard for medical research is to do a ran-
domized controlled study. In this type of experiment, peo-
ple are randomly divided into two groups where one is given
a treatment (or in this case a cell phone), while the second
group does not have access to the treatment (or cell phone).On the Web:

http://bit.ly/2n4MOgC. These types of studies are very difficult to do and very ex-
pensive, so most of the time they are not done. We are
left with a bunch of less than conclusive studies on var-
ious topics, and the best we can do is to try to look at
the preponderance of evidence. You have probably had the
experience of seeing a headline that claims new research
shows causes cancer only to find another article a
few months later that says new research shows that same
item prevents cancer. Just pick one of your favorite foods
to fill in the blank, and you will be able to find studies that
show that it both causes and protects against cancer. The
fact that single (poorly designed) studies can come to ei-
ther conclusion just demonstrates that we are often trying
to measure something that is very subtle and that the noise
is bigger than the signal we are looking for. Eventually,
with enough studies, one might hope to get an indication
of the real situation, if many more studies indicate one or
the other outcome. However, it usually takes a very long
time, and the more poorly designed the individual studies
are, the longer it takes.

In the case of cell phones, however, we can use our
knowledge of physics to see if the dire warnings are plausi-
ble. Cell phones send and receive radio waves which are a
type of electromagnetic radiation. We have lots of different
names for different types of electromagnetic radiation. The
different names correspond to different wavelengths. For
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any type of wave, the wavelength is just a distance between
two corresponding parts of the wave (see Fig. 7.8). For ex-
ample, if we look at a water wave, we can measure the
distance between two peaks (or two troughs) of the wave,
and that gives us the wavelength. Sound waves and electro-
magnetic waves also have wavelengths; they are just harder
to see. We call electromagnetic waves with wavelengths
longer than a meter (about a yard) radio waves. We call

Spectrum of electromagnetic
waves, visible light is in the
small gap between infrared
and ultraviolet.

electromagnetic waves with wavelengths between a meter
and a millimeter (about the thickness of a paper clip) mi-
crowaves. We call electromagnetic waves with wavelengths
up to a thousand times smaller than a millimeter (about the
size of the cell) infrared waves. Electromagnetic waves that
are few times smaller than that are the waves we can see,
visible light. If we go to even shorter wavelengths, we call
them ultraviolet light (which have wavelengths about the
size of the virus). If they are even smaller, we call them X-
rays (which have wavelengths about the size of molecules
or atoms). With wavelengths that are even smaller than
atoms, we call them gamma rays (Fig. 10.1).

Fig. 10.1 An electromagnetic wave where the electric field
is wiggling in the vertical direction and the magnetic field
(shown in dark) is wiggling in the horizontal direction.

Now as we saw earlier, shorter wavelengths correspond
to higher energies. Ultraviolet rays can have energies around
10–100 electron-volts, which is enough to scramble your
DNA molecules. That is why you want to put on sun-
block when you go out in the summer sunshine. While
visible light can pass through glass, ultraviolet light is ab-
sorbed; that’s why you don’t get a sunburn when you are
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indoors even though the sunlight is falling on you through
the windows. Microwaves have energies below a thousandth
of an electron-volt. That’s enough energy to jiggle water
molecules around and heat them up (that’s how your mi-You can measure the wave-

length used in your mi-
crowave oven by removing the
rotating platter and placing
a large flat piece of choco-
late inside and heating it so
that it start to melt in a few
hot spots. The distance be-
tween the hot spots is half
the wavelength of the mi-
crowaves. The oven sets up
a pattern of waves that is not
moving in space, the hot spots
correspond to points with a
peak or a trough (the peaks
and troughs get reversed bil-
lions of times a second).

crowave oven works). Microwaves do not have enough en-
ergy to break molecules apart. The wavelengths used for
cell phones are longer than those of microwaves and so have
even less energy. Nobody has suggested a plausible way
for low-power radio waves to damage your brain. Just the
infrared radiation in sunlight should be much more danger-
ous.

One of the more famous studies warning that cell phones
are dangerous was a Swedish study that claimed to find an
association between cell phones and brain gliomas. The
Swedish study was done way back in the 1990s (cell phones
were more common in Europe than in the USA at that
time). Since then there’s been a rapid increase in the num-
ber of cell phone users in the USA, so if the study was cor-
rect, we would expect to see a rapidly rising rate of gliomas
in the USA. However the rate of gliomas is essentially un-
changed, see Fig. 10.2.

Fig. 10.2 If the Swedish study was correct, the rate of
gliomas would have increased dramatically in recent years
with increased cell phone use; however, it has remained
constant.

So it does not seem plausible that the radio waves emit-
ted by cell phones could cause gliomas, and if they did,
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we should have seen a rapid growth in the rate of gliomas,
On the Web:

Glioma data:

bit.ly/gliomarate.

which didn’t happen. It seems like this is not something
worth losing sleep over. Climate change on the other hand
. . .

10.2 Cold Fusion

��� Misconception !! The cold fusion race just heated up.

Another startling headline (from Wired.co.uk) claimed
“The Cold Fusion Race Just Heated Up.” Entrepreneur
Andrea Rossi claims to have invented a device which when
plugged into an electrical outlet produces more energy than
it uses. He claims that the device changes one type of metal
into another and thus must involve an unknown nuclear
process. Even more remarkably, even though these nuclear
reactions are occurring (he claims), there is no radiation
detected. It all sounds too good to be true and probably
is.

Even though nuclear fusion is difficult to control in the
lab, we do know that it works and that it is precisely what
powers our Sun! Inside of the Sun where the temperature is
extremely high and protons are packed extremely densely,
two protons will collide often. If one of the protons (through At the level of quarks, an up

quark can turn into a down
quark by emitting a W bo-
son. The W boson can then
turn into a neutrino and a
positron. Changing the up
quark to a down quark inside
a proton changes the proton
to a neutron.

the effects of theW boson of weak interactions) turns into a
neutron, a positron, and a neutrino, the proton and neutron
can stick together to form deuterium, which is also known
as the nucleus of “heavy hydrogen.” By adding more and
more protons and the conversion of some of the protons to
neutrons, stars can build up more complex atoms starting
with only hydrogen. These fusion processes can proceed up
the periodic table all the way to iron atoms. To go beyond
iron atoms takes a supernova.

The reason that high temperatures are required is that
protons are positively charged, so they electrically repel
each other. In order for fusion to happen, we need to get
the protons close enough together that they can feel the
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strong nuclear force. The strong force only operates over a
distance of about 10−15 m, so we have to get them very close
together indeed (basically touching), but it can be done at
the center of the Sun. This is also the kind of process that
allowed Edwin McMillan and Glenn Seaborg to produce
the first transuranic elements (the elements heavier than
uranium): neptunium and plutonium. These elements are
not normally found on Earth, because they naturally decay,
and their lifetimes are much shorter than the age of theYou may have recognized that

McMillan and Seaborg named
the new elements after the ob-
jects in orbits beyond Uranus,
the planet Neptune and the
dwarf (former) planet Pluto.
The next transuranic ele-
ment, americium, is used in
essentially all home smoke
detectors.

Earth. In their experiments McMillan and Seaborg fired
deuterium (a proton and a neutron bound together by the
strong force) at a uranium target. The deuterium in the
beam had a high enough energy that a proton was able to
get close enough to stick to the uranium nuclei and form a
new element— neptunium.

To perform this feat, McMillan and Seaborg needed a
cyclotron to accelerate the deuterium to an energy of 16

The cyclotron that McMillan
and Seaborg used was moved
from UC Berkeley to UC
Davis in 1964 and upgraded.
It is still being used, a short
walk from my current office.

million electron-volts. This is because both the deuterium
and the uranium nucleus have positive charges and thus
repel each other. The deuterium had to have a large veloc-
ity (and hence a large energy) in order to get close to the
uranium nucleus, see Fig. 10.3.

To put that into perspective, the typical energy of
molecules at room temperature is about 0.025 electron-
volts. If we heat something up so that it is red hot (about
2600 ◦F or 1400 ◦C), the typical energy is 0.15 electron-
volts. In the core of the Sun where fusion occurs, the tem-
perature is about 27,000,000 ◦F (or 15,000,000 ◦C) corre-
sponding to a typical energy of 9000 electron-volts. Since
we know Rossi’s machine does not get hot enough to melt,
the typical energies can, at most, only be around 1 electron-
volt. So it seems extremely unlikely that his machine could
actually produce fusion. Of course Rossi would claim that
this is some new type of “cold fusion.” You probably re-
member that in 1989 Pons and Fleischman claimed theyOn the Web:

http://bit.ly/2nxEzYg. had produced “cold fusion” but that none of the major labs
was able to replicate the results. It is widely thought that
what they found was probably some exotic type of surface
chemistry involving hydrogen and palladium that produces
heat.
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Fig. 10.3 A diagram showing a slice of the electromagnetic
field lines surrounding two positively charged particles that
are approaching each other. The field lines bend away from
each other because both particles have positive charge. The
top two diagrams show a low velocity case, while the bot-
tom diagrams show a higher velocity. On the top left, the
particles are approaching each other. On the top right, the
particles have already reached the point of closest approach
and are starting to move apart. They do not get very close
because they were approaching at a low velocity. On the
bottom left, the particles are approaching each other more
quickly. On the bottom right, the particles are starting to
move apart; they get closer than in the previous example
because they were approaching at a higher velocity. The
higher density of field lines between them shows that the
repulsive electric field is stronger.

The promise of free energy (or a free lunch) is too tempt-
ing for people to ignore, and so people still invest money
trying to find a get-rich-quick, energy-for-nothing scheme.
Rossi actually licensed his technology to an American firm
for a large fee, and this company was supposed to evaluate
the technology for one year. At the end of the year, the
company said it was no longer interested, and Rossi imme-
diately sued them for breach of contract and for trying to
steal his invention. You won’t be surprised to learn that
Rossi has been convicted of fraud before. What is surpris-
ing is that there are still people excited about investing in
his company.



Chapter 11

Epilogue

11.1 Spinach: A Cautionary Tale

In most of the misconceptions I’ve discussed I’ve been
giving the media a hard time for not being careful enough
in science reporting. To be fair, cutting edge science is
not always easy to understand, and even the experts can
disagree at times. Mistakes are inevitable; we can only hope
that they are corrected as quickly as possible.

I have one more story to show how difficult it can be.
A recent headline in The Daily Mail said “Sorry Popeye,
spinach doesn’t make your muscles big: expert reveals sailor’s
love of the food was due to a misplaced decimal point.” The On the Web:

http://dailym.ai/2e1tE66.story goes on to state that a German chemist was mea-
suring the iron content of spinach in the early 1900s and
misplaced a decimal point, resulting in the claim that 100
grams of spinach gives you 35mg of iron. The story goes
on to claim that the author of Popeye picked up on this
association of spinach and iron and used it to provide Pop-
eye’s super strength. This “news” story was taken from a
book called “The half-life of facts: why everything we know
has an expiration date” by Samuel Arbesman. The book
is an examination of how things that we take to be true
can turn out later on to be wrong. Unfortunately, the case
of the misplaced decimal point in spinach itself was com-
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pletely made up in 1972 for an article warning its scientific
readers to always check the original sources when doing re-
search. The story was repeated many times, and eventually
made its way into Arbesman’s book which warned of the
various ways that “facts” can turn out to be unreliable.
To his credit, Arbesman cleared up the confusion in the
second edition of the book. This just goes to show that
even well-meaning, intelligent people who are trying to get
their stories straight can still make mistakes when trying
to present science to the public.

11.2 Moving Forward

There is no danger that the public will run out of mis-
conceptions about science. The real danger seems to be
that when the public is confronted by so many conflicting
stories about science that it will begin to seem like politics
where there no longer seems to be any concept of truth only
a competition to see who can put the best spin on any story.
Science does not work like politics. There can be controver-
sies, and opposing groups battling for their interpretation
to prevail, but in the end, scientists have to back up their
claims with evidence, make predictions for new experimen-
tal tests, and other scientists have to test those predictions.
If the predictions fail, then we have made some progress; we
can throw out one more promising-but-wrong idea. Even-
tually we can decide which of two competing theories best
agrees with the facts.

This doesn’t mean that one of the theories is correct,
just that it is a better approximation to reality than its
competitor. Newton’s theory of gravity was the theory of
gravity until Einstein’s theory of gravity came along. Both
theories agreed in most predictions for the measurements
that had been made up to Einstein’s time, but they dis-
agreed about how light would bend around the sun. When
this was actually measured, Einstein’s prediction agreed
with the data and Newton’s didn’t. Newton’s theory of
gravity was a good approximation when gravity was weak
enough, but it was not a good approximation where grav-
ity got strong near the Sun. Someday it is possible that we
will test short distance gravity at the quantum level and
we will find that we need a new theory that mostly agrees
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with Einstein’s theory except at very short distances. That
is how science progresses, a series of better and better ap-
proximations.

When one of our approximations fails, it is one of the
best times to be a scientist, because it means the time is
right to find an even better approximation for describing
the world. This is just what people working on the Large
Hadron Collider are trying to find: some piece of data that
doesn’t agree with the standard model of particle physics. If
that happens, there will be a worldwide celebration (among
particle physicists at least).

Perhaps the biggest misconception about science is that
science is a list of facts and that a scientist’s job is to col-
lect more facts. Science is really a process for finding better
approximations for describing the real world, the facts are
what we use to check which is the best approximation so
far, and each new approximation leads us to a better un-
derstanding of how the Universe really works.



Chapter 12

Extra Material: The Equations
Behind the Words

��� Math Alert! double trouble!! Here are some of the nuts and
bolts that go into the actual calculations in the standard model of
particle physics.

12.1 Units and Coordinates

It is usually more convenient to use metric units (technically the International System of Units
or SI). A brief list of some of the more useful units is given in Table 12.1. A meter is about a yard
long, a liter is about four cups, and a raisin weighs about a gram. Water boils at 373Kelvin,
room temperature is about 293Kelvin, water freezes at 273◦ Kelvin, and the remnants of the
Big Bang explosion are now at about 3Kelvin. Nothing can be colder than absolute zero, which
is 0Kelvin.

One of the advantages of using SI is that when going from large to small (or vice versa),
it is easier to change to a more convenient unit, since larger units are just multiples of 10
times the basic unit; see Table 12.2. For example, 1 kilometer is 1000meters and 1 meter is
100 centimeters, so a kilometer is 100,000 centimeters and a kilogram is 100,000 centigrams.
Now, quickly, a mile is how many inches?
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Table 12.1 Useful units for different quantities.

Quantity Unit Abbrev.

Length meter m
Time second s
Mass gram g
Temperature Kelvin K
Frequency Hertz = 1/s Hz
Energy Joules J
Energy electron-Volt eV
Cross section or area barns b

Table 12.2 Prefixes and corresponding powers of 10 for SI units.

Power of 10 Prefix Abbrev. Number

1018 exa E 1,000,000,000,000,000,000
1015 peta P 1,000,000,000,000,000
1012 tera T 1,000,000,000,000
109 giga G 1,000,000,000
106 mega M 1,000,000
103 kilo k 1,000
102 hecto h 100
101 deca da 10
10−1 deci d 0.1
10−2 centi c 0.01
10−3 milli m 0.001
10−6 micro μ 0.000001
10−9 nano n 0.000000001
10−12 pico p 0.000000000001
10−15 femto f 0.000000000000001
10−18 atto a 0.000000000000000001

Of course, some units can be expressed in terms of more basic units. We know that a
velocity—being distance traveled divided by the time taken—is measured in meters per second
(m/s), and an acceleration being the rate of change of velocity is measured in m/s2. Furthermore
Newton taught us that force equals mass times acceleration, F = ma, so a force is measured in
kg m/s2, and energy can be thought of in terms of work, which is the amount of force exerted
through a distance, so in fact, one Joule is equal to 1 kg m2/s2. We could also have arrived
at the units of energy from Einstein’s famous equation that says energy equals mass times the
speed of light squared: E = mc2. Keeping track of the dimensions of various quantities in an
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equation is a good way of avoiding mistakes. Sometimes just knowing the dimensions of some
quantities allows you to estimate the value of another unknown quantity (without knowing
the exact formula that relates them) just by arranging things, so the dimensions match up
correctly. This trick, which goes by the fancy name of dimensional analysis, was another of
James Clerk Maxwell’s innovations. While technically eV is not an SI unit, it is widely used in
particle physics since it is much more convenient to use for the small amount of energy a single
particle typically has. One eV is equal to 1.602× 10−19 Joules. Barns are not an independent
unit, since they are just a unit of area and can be expressed in square meters, 1 b = 10−28 m2.
Barns were introduced when people were studying nuclei by firing protons at them. In order to
quantify how likely the proton was to scatter off of (interact with) a given nucleus, an effective
area (or cross section) was introduced. The typical size of these cross sections was 10−28 m2;
hence things were a lot simpler if a smaller unit of area was used. The name started out as
a joke, as in “you couldn’t hit the broad side of a barn.” As we will see, the interesting cross
sections at the Large Hadron Collider are much smaller, typically measured in femtobarns, 1
fb = 10−43 m2 (Table 12.3).

Table 12.3 Greek letters.

Lowercase Uppercase Spelling My pronunciation Alt. pronunciation

α A alpha “al-fuh ”
β B beta “bay-tah” “bee-tuh”
γ Γ gamma “gam-uh”
δ Δ delta “dell-tuh”
ε E epsilon “ep-sih-lawn” “ep-sigh-lun
ζ Z zeta “zay-tah” “zee-tah”
η H eta “ay-tah” “ee-tah”
θ Θ theta “thay-tah”
ι I iota “eye-oh-tah”
κ K kappa “cap-pah ”
λ Λ lambda “lam-duh”
μ M mu “mew”
ν N nu “new”
o O omicron “oh-mih-kron”
ξ Ξ xi “ekszigh” “ekszee,” “cascade”
π Π pi “pie”
ρ P rho “roh”
σ Σ sigma “sig-muh”
τ T tau rhymes with cow “taw”
υ Υ upsilon “up-sih-lawn” “oops-sigh-lun”
φ Φ phi “fie” “fee ”
χ X chi “kigh”
ψ Ψ psi “sigh” “psigh”
ω Ω omega “oh-may-guh” “oh-mee-guh,” “oh-mig-guh”
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Table 12.4 Useful physics constants.

G Newton’s gravitational constant 6.67× 10−11 m3/(kg s2)
c Speed of light 3.0× 108 m/s
h Planck’s constant 4.14× 10−15 eVs
� Reduced Planck’s constant 6.58× 10−16 eVs
α Fine structure constant 0.007297
kB Boltzmann’s constant 8.62× 10−5 eV/K
me Electron mass 9.11× 10−31 kg
me Electron mass 0.511MeV/c2

mp Proton mass 1.67× 10−27 kg
mp Proton mass 938MeV/c2

M⊕ Mass of the Earth 5.97× 1024 kg
R⊕ Radius of the Earth 6.37× 106 m
R� Radius of the Sun 6.96× 108 m

After writing a lot of equations, one begins to run of letters to use for variable names, so
physicists freely use Greek letters. Sprinkling Greek letters in your equations adds a certain
panache to your research as well. There is a split on how to pronounce the letters: you say “ep-
sigh-lun” and I say “ep-sih-lawn”; you say “oops-sigh-lun” and I say “up-sih-lawn,” “zee-tah,”
“zay-tah,” “ee-tah,” and “ay-tah”; let’s call the whole thing off!

From Table 12.4, we see that everyday units like kilograms (or pounds) are too large and
clumsy for delicate elementary particles. We can partially get around this by using the corre-
sponding rest energy of the electron, measured in mega electron-volts (MeV), and quoting the
mass as this energy divided by the speed of light squared (i.e., using E = mc2).

There are several equivalent ways of specifying a point in a four-dimensional spacetime. We
can simply give the values of the coordinates along three perpendicular directions (e.g., East–
West, North–South, and up-down) as well as the time. Often these coordinates are grouped in
a vector, so 5 kilometers East, 4 kilometers North, 1 kilometer high, and 2 seconds after the
starting time could be written as a vector like this:

(2 s, 5 km, 4 km, 1 km). (12.1)

where we have chosen (arbitrarily) to write the time first. We could also call the spatial
components x, y, and z and the time t, so our example would be written as

t = 2 s, x = 5km, y = 4km, z = 1km. (12.2)

We could also represent the coordinates by a single symbol xμ where the Greek letter μ runs
over four different integer values to distinguish the different coordinates. For historical reasons,
the spatial coordinates are label by μ = 1, 2, 3 and the time component is often labeled by
μ = 0. It might also be convenient to multiply the time coordinate by the speed of light so that
all the coordinates are measured in meters. In the example above, we would write

x0 = c× 2 s = 6× 108 m, x1 = 5× 103 m, x2 = 4× 103 m, x3 = 1× 103 m. (12.3)
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12.2 Einstein’s Special Theory of Relativity

In the example of rotating the map (see Fig. 9.5), we used the fact that the distance between
two points doesn’t change if we rotate either the Earth or our choice of coordinates. Suppose
that we know the position along the East–West road of the house (call it xhouse) and of the
corner, you turn North to go to the office (call it xcorner). We can use the Greek letter Δ, to
simplify our equations by using it to indicate a difference, so that Δx is the difference between
values of x, in this case between xcorner and xhouse. The distance to the East was 3 kilometers
and the distance to the North was 4 kilometers. In equations, we can write the distance between
the corner and the house as

Δx = xcorner − xhouse = 3 km. (12.4)

Similarly along the North–South road, the distance between the corner and the office is

Δy = yoffice − ycorner = 4 km. (12.5)

Thanks to Pythagoras we know that the distance from the house to the office is 5 kilometers,
since

(5 km)2 = (Δx)2 + (Δy)2 = 9 km2 + 16 km2, (12.6)

where the superscript 2 (or squared) means “multiply something by itself.” Since we have
multiplied two lengths, the answer has units of an area, square kilometers.

After we rotate the directions that we call North and East, there are new values for the
length of the sides of the triangle with one side in the new East direction, one side in the new
North direction, and one side going from the house to the office. We can call the distance along
the new East direction x′ where the superscript ′ tells us that this is using our new coordinate
system. In our example we rotated North by 41.5931◦, so we have (in terms of the trigonometric
functions cosine and sine, cos and sin for short)

Δx′ = cos(41.5931◦)Δx+ sin(41.5931◦)Δy = 4.89898 km,

Δy′ = − sin(41.5931◦)Δx+ cos(41.5931◦)Δy = 1km. (12.7)

But the house and the office haven’t moved, we only changed what we called North and East,
so the distance between the house and the office can’t have changed. Indeed we find

(5 km)2 = (Δx′)2 + (Δy′)2 = 24 km2 + 1km2. (12.8)

For a rotation by an arbitrary angle, represented by the Greek letter θ, we would find the same
result because of the fact, from trigonometry, that cos2(θ) + sin2(θ) = 1 for any angle θ.

We can easily extend this discussion to three dimensions of space. In everyday language,
we refer to the three spatial directions as forward/backward, left/right, and up/down, but
mathematicians and physicists often call these directions x, y, and z and specify spatial positions
by the distances along each of these directions measured from some convenient reference point,
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which is often called the origin. So a physicist would locate his house at xhouse, yhouse, zhouse.
For rotations in three dimensions, the invariant length L is

(ΔL)2 = (Δx)2 + (Δy)2 + (Δz)2, (12.9)

where Δx, Δy, and Δz are the distances in along the three mutually perpendicular directions
measured from the point we are rotating around.

Einstein realized that with a fourth dimension, time, there is another type of coordinate
change that we need to be careful about, that is, changing velocities. Changing the velocity of
our coordinate system is called a boost, and just as a rotation leaves the length ΔL in Eq. (12.9)
invariant, a boost leaves the following quantity invariant:

(Δs)2 = c2(Δt)2 − (Δx)2 − (Δy)2 − (Δz)2, (12.10)

where Δt is a time interval and c is the speed of light. We could have multiplied this equation
by −1, so that the terms with spatial differences contributed positively, and still found an
invariant. The overall sign doesn’t matter, as long as we stick to our choice consistently; what
matters is the relative minus sign between the time contribution and the spatial contribution.
Historically physicists on the West Coast of the USA (and most particle theorists) used the
convention in Eq. (12.10), following a famous textbook by Bjorken and Drell, while physicists
on the East Coast of the USA (and most gravity theorists) used the opposite convention, but
we still all manage to get along with each other.

Note that the c2 in the first term in Eq. (12.10) when multiplying (Δt)2 makes this term
have the same units as the other terms: length squared. Now consider two events, call them 1
and 2, that are separated by a distance

Δx = x2 − x1 (12.11)

in the x direction and by a time interval

Δt = t2 − t1. (12.12)

In other words event 1 is at position x1 when a clock at that position reads t1, and event 2 is
at x2 when the clock at that position reads t2. In this example Δy and Δz are zero since both
events take place at the same distance along the y direction and same height in the z direction.
So the relativistic invariant separation in this example is

(Δs)2 = c2(Δt)2 − (Δx)2 (12.13)

If we start moving in the x direction with a velocity v (i.e., we boost to new coordinates that
are moving with a velocity v in the x direction relative to our old coordinates), then we have
new coordinates given by

Δt′ = γ(Δt− v

c2
Δx) (12.14)

Δx′ = γ(Δx− vΔt) (12.15)

Δy′ = Δy (12.16)

Δz′ = Δz, (12.17)
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where the boost factor, represented by the Greek letter γ, is given by

γ =
1√

1− v2

c2

. (12.18)
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Fig. 12.1 γ stays very close to 1 for velocities much smaller than the speed of light but grows
very large as the speed of light is approached.

In the example of Anna and Bob, we can have Anna using the coordinates (t′, x′, y′, z′) while
Bob uses (t, x, y, z). In the new, moving, coordinate system we can calculate that Δs is given
by

(Δs)2 = c2(Δt′)2 − (Δx′)2 − (Δy′)2 − (Δz′)2 (12.19)

= c2γ2(− v

c2
Δx+Δt)2 − γ2(Δx− vΔt)2

= γ2(c2Δt2 +
v2

c2
Δx2 − 2vΔxΔt)− γ2(v2Δt2 +Δx2 − 2vΔxΔt)

= γ2((c2 − v2)Δt2 + (
v2

c2
− 1)Δx2)

= γ2(1− v2

c2
)(c2Δt2 −Δx2)

= c2Δt2 −Δx2, (12.20)

which is precisely the same as we found in the old coordinates in Eq. (12.13). If the two events
we were considering where the right distance apart so that a photon could be emitted from the
first event and arrive at the second event, then the photon would have traveled a distance equal
to the speed of light times Δt so

Δx = cΔt (12.21)
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and also Δs = 0. In the boosted coordinate system, Δs is also zero and if we calculate the speed
of light in this boosted coordinate system, it is given by distance traveled divided by the time
interval:

Δx′

Δt′
=

√
c2(Δt′)2 − (Δs)2

Δt′
=

√
c2(Δt′)2

Δt′
(12.22)

=
cΔt′

Δt′
= c. (12.23)

This is just what Einstein realized has to be the case: the speed of light measured in one
coordinate system and in a boosted coordinate system has the same value, c. Or, in other words,
the speed of light is independent of how fast we are moving when we measure the speed of light.
The price of achieving this agreement with reality (it has been tested experimentally over and
over again) is that if we have simultaneous events in one coordinate system (so that Δt = 0),
they are not simultaneous in another boosted coordinate system, since from Eq. (12.17) we have

Δt′ = γ(− v

c2
Δx) (12.24)

The minus sign tells us that, for positive v, the event with the larger value of x happens first
in the new coordinate system.

We can also invert these relationships to go from Anna’s coordinates to back to Bob’s

Δx = γ(Δx′ + vΔt′), (12.25)

Δt = γ(Δt′ +
v

c2
Δx′) (12.26)

Notice the change is essentially that the velocity in the formula goes from v to −v. This makes
perfect sense, since if Bob sees Anna moving at velocity v in a certain direction, then Anna must
see Bob moving at the same speed in the opposite direction. The minus sign in the velocity
just tells us that v and −v represent the same speed but in opposite directions.

In the example of Anna’s simultaneously flashing lights discussed earlier, the boost velocity
is in the Easterly direction, since Bob sees Anna moving to the East, and v is positive. In this
case, we find that for Anna’s simultaneous events (Δt′ = 0), Bob sees a time difference of

Δt = γ
v

c2
Δx′, (12.27)

and the event with the smaller value of x happens first in the boosted coordinates. This is just
as we expect: the light leaving from the trailing hand (which covers more distance) meets up
at Anna’s nose at the same time as the light from the leading hand (which travels for a shorter
time).

As the speed v gets closer and closer to the speed of light c, γ gets larger and larger, as
shown in Fig. 12.1. If the velocity change is very small compared to the speed of light (as it is
in everyday life), then the coordinate change is approximately

Δx′ ≈ (Δx− vΔt) (12.28)

Δt′ ≈ Δt Δy′ = Δy Δz′ = Δz, (12.29)
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which is indeed what we would naively expect: as the new coordinates move along the Easterly
(or x) direction with velocity v, points that were stationary in the old coordinates seem to move
to the West with a speed v.

Now consider an object that has length L′ along the x direction according to Anna who is
moving along with it, how long will it look to Bob? Well, in order to measure its length, Bob
will look at the distance between the two ends at some fixed time according to his clock, which
means we can use Δt=0 in Eq. (12.15). If we call the length that Bob measures L, then we
must have

L′ = Δx′ = γ(Δx− v · 0) = γL. (12.30)

So according to Bob, who sees the object moving at velocity v along the direction of its length,
the length is actually

L =
L′

γ
(12.31)

This is called relativistic length contraction. Objects appear to be contracting when they are
moving relative to us. If it had been Bob holding the same object, Anna would have seen it as
being shorter.

Similarly a time interval Δt′ between two events experienced by Anna at the same position
in her coordinates will seem to be a longer time interval to Bob, who measures on his clock a
time difference between the same two events given by Eq. (12.25):

Δt = γ(Δt′ +
v

c2
· 0) (12.32)

Δt = γΔt′. (12.33)

The time that Bob measures between the two events is longer than the time measured by the
moving clock, so it seems to him that Anna’s clock is running slow.

As we have seen what is simultaneous for Anna is not simultaneous for Bob, and what has
a constant position for Anna is moving for Bob, so Bob’s positions and times are a mixture of
Anna’s positions and times. If the position and time of an event measured by Bob are given by
x, t, and the corresponding position and time for Anna are x′, t′, then there is a simple relation
between the two sets of observations. The relation is even simpler if Anna agrees to set the
zero of her x′ and t′ coordinates to agree with the zero of Bob’s x and t coordinates. In this
case the relations is

x′ = γ(x− vt), t′ = γ(t− v

c2
x). (12.34)

x = γ(x′ + vt′), t = γ(t′ +
v

c2
x′). (12.35)

In Einstein’s theory of special relativity when we examine distances and times, the invariant
quantity under boosts is the difference of the squares of time component and the squares of
spatial components as seen in Eq. (12.10). Similarly, for energy and momentum, the invariant
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is the square of the energy (E) minus the squares of momentum components (px, py, pz) times
the speed of light squared:

E2 − c2(p2x + p2y + p2z). (12.36)

Now if we are interested in a particular particle that happens to have a mass, m, we can always
boost to a frame of reference (or coordinate system) where all the components of the momentum
are zero (this is the frame of reference where the particle is at rest, aka the rest frame). Einstein
also told us that the energy of a particle at rest is

Erest = mc2 (12.37)

but this means that we know the value of the invariant above, since we know it in one particular
frame, it is invariant so it must be the same in any frame:

E2 − c2(p2x + p2y + p2z) = m2c4. (12.38)

Solving for E, we have

E =
√
(p2x + p2y + p2z)c

2 +m2c4. (12.39)

We can always rotate our coordinates so that the x direction is lined up with the direction the
particles are moving, so that py = 0 and pz = 0. Using

p = γmv, (12.40)

we can find an even simpler expression for the energy:

E =
√
p2c2 +m2c4 =

√
m2v2c2

1− v2/c2
+m2c4

=

√
m2v2c2 + (1− v2/c2)m2c4

1− v2/c2

=

√
m2c4

1− v2/c2
= γ mc2. (12.41)

The kinetic energy (the energy associated with motion) is just the difference of total energy
and the rest energy

K = (γ − 1)mc2. (12.42)

Using the Taylor series expansion for small x
 1

1√
1− x

= 1 +
1

2
x+

3

8
x2 + . . . , (12.43)

we find that for small velocities:

K ≈ 1

2
mv2, (12.44)

which is what was always used before Einstein came along. It was a good enough approximation
as long as the velocities were much smaller than the speed of light, which is certainly the case
in everyday life.
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12.3 Quantum Mechanics and Scattering

The frequency, f , of oscillation of a light wave (in oscillations per second, aka Hertz) is related
to the wavelength (the distance between neighboring peaks of the wave). Wavelength is usually
represented by the Greek letter λ, so the frequency is given by

f =
c

λ
, (12.45)

where c is the speed of light. If the wavelength is given in meters, then the speed of light should
be given in meters per second, so that meters cancel out, and the result has units of 1/ s, which
is equivalent to Hertz. This formula actually works for any wave if c is replaced by the speed
of the wave.

When Max Planck was trying to understand the radiation emitted by a hot object, he found
that he could only make his formula agree with experiment if he put in an extra “fudge” factor.
He called it the “hilfsgröβe,” which is German for “help-factor,” hence the abbreviation to h.
His idea was that the atoms could only exchange a quantized amount of energy, hf , with the
electromagnetic field. Einstein took this a step further, when he explained the photoelectric
effect by realizing that light was composed of many photons, each of which carried an energy

E = h f. (12.46)

If we combine these two formulae, and eliminate f , we can relate the energy and the wavelength:

E =
h c

λ
. (12.47)

There is also a corresponding relation between the momentum of a photon and the wavelength

p =
h

λ
, (12.48)

which agrees with the formula for the Energy (12.39) once we remember that a photon has zero
mass (m = 0).

One often sees Planck’s constant written in another form, the reduced Planck’s constant, or
h-bar:

� =
h

2π
. (12.49)

This form is quite popular, partly because there can be many different numbers called h, but
there is only one called �. When you mention � to a physicist, they immediately know you
are talking about quantum mechanics. If a calculation doesn’t involve � at all, then we call it
“classical” in order to indicate that it involves no quantum mechanics.

In the 1920s it occurred to Arthur Holly Compton that if Einstein was right and light was
really made of photons with energy E = hf , then you might expect to be able to scatter
a photon and an electron just like scattering two electrons or even two billiard balls. The
scattering of photons and electrons was first measured by Compton in 1923, which earned him
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the Nobel Prize 4 years later. One can calculate the final energy that the photon has after
scattering off an electron by using the conservation of energy and momentum just as one would
do for billiard ball scattering except that here the colliding particles are relativistic (one is even
massless), and we can’t use the nonrelativistic formula for kinetic energy, as in Eq. (12.44), that
we would have used for billiard balls. For the photon we start out with an energy

Eγ =
hc

λ
, (12.50)

and the electron starts at rest with energy

Ee = mec
2, (12.51)

where me is the mass of an electron.

Fig. 12.2 A photon scatters off an electron sitting at rest. After the scattering, the photon goes
in a direction at an angle θ away from its original direction.

If the photon emerges from the scattering at an angle θ from its initial direction and with
wavelength λ′, see Fig. 12.2, then energy and momentum conservation tell us that the shift in
the wavelength must be

λ′ − λ =
h

mec
(1− cos θ). (12.52)

The final photon energy is

E′ = hf ′ =
hc

λ′
. (12.53)

If the photon goes straight through, which means θ = 0, so cos θ = 1, there is no change in
wavelength, so in this case, the photon’s energy does not change. For other angles, the final
wavelength is longer, so the photon has lost energy to the electron. When the photon bounces
straight back, then cos θ = −1, and the photon suffers maximum energy loss.

Suppose that we haveNe electrons in our sample and our beam of photons delivers Φ photons
per square meter per second onto the target, we call the product of these the luminosity:

L = Ne Φ. (12.54)
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We can count the number of scattered photons detected per second, R, within a narrow range
around a given angle θ, as in Fig. 12.3. This means we count all the photons that pass through a
strip. It is conventional to call the area of this strip dΩ. Then in order to get some information
about the scattering that is independent of the luminosity, we define the differential cross
section1 as

D(θ) =
R

L dΩ (12.55)

If we integrate overall values of θ and φ (the azimuthal angle), we get the total cross section:

σ =

∫ 2π

0

∫ π

0

D(θ) sin θdθ dφ = 2π

∫ π

0

D(θ) sin θdθ (12.56)

The total cross section has units of area, and one can check that for scattering off of an
impenetrable sphere of radius r, the total cross section is just πr2, which is, after all, just
the cross-sectional area of a sphere.

Fig. 12.3 Detecting scattering particles in an area, dΩ, centered at the angle θ. This drawing
assumes that the scattering probability is independent of rotations around the horizontal axis
through the target, so that we can lump together all the scatterings where the emerging particle
intersects the gray strip, that is, we have integrated over the azimuthal angle φ.

In 1929, Oskar Klein and Yoshio Nishina were able to use quantum mechanics and special
relativity to calculate the differential cross section for Compton scattering:

DCompton(θ) =
1

2

(
α �

me c

)2 (
λ

λ′

)2 [
λ

λ′
+
λ′

λ
− 1 + cos2 θ

]
(12.57)

1The differential cross section is often written as dσ/dΩ.
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where α ≈ 1/137 is the fine-structure constant, which is related to the strength of the interaction
between photons and electrons. When the initial photon wavelength is very large, that is, when
the photon energy is very small compared to mec

2, Klein and Nishina’s formula reduces to the
cross section for scattering electromagnetic waves off of an electron found by J.J. Thomson (the
discoverer of the electron) in 1906, before quantum mechanics was understood. This means that
for long wavelengths the scattering looks classical rather than quantum mechanical. Thomson
did not use α in his calculation; he used a classical quantity, Coulomb’s constant,2 which we
can write as kC = � c α. Written in terms of kC , the Thomson scattering cross section

DThomson(θ) =
1

2

(
kC
me c2

)2 [
1 + cos2 θ

]
(12.58)

does not go to zero as � → 0, as we expect for a classical result.
Because of the large density of unbound electrons in the Sun, a photon can typically only

travel a fraction of a centimeter before it scatters off an electron. This length can be calculated
using Thomson’s formula (12.58). Individual protons contribute much less to photon scattering,
since they are about 2000 times heavier and the mass of the charged particle appears in the
denominator of Eq. (12.58), and it is squared. Since the photon can scatter into a completely
new direction, it can take a photon 100,000 years to get from the center of the Sun to the
surface.

For atoms without too many protons, like carbon, for example, Compton scattering is the
dominant scattering process for photons with energies between 105 eV and 107 eV. For carbon
atoms the total cross section is about 1 barn, or 10−28 m2, over this range of energies. This may
seem like a very small area, but it is a large cross section by particle physics standards. The
cross section for producing Higgs bosons at the Large Hadron Collider is about 5 × 10−11 b,
while many hypothetical particles that are being searched for at the Large Hadron Collider have
production cross sections around a femtobarn, 10−15 b = 1 fb. Searches for dark matter particles
have put very stringent upper bounds on their cross section for interacting with normal matter.
For dark matter particles with masses comparable to the Higgs boson, these cross sections must
be less than 10−21 b!

Calculating cross sections can be quite complicated, but for the case of two initial particles,
going to two final particle things is fairly simple in the frame of reference where the two initial
particles have the same magnitude of their momentum, p = γmv, but are traveling toward
each other in opposite directions. This is often called the center of mass frame, but a better
description is the center of momentum frame: the total momentum in this frame is zero.
Often in the actual lab setup, this is not the case, but we can always use special relativity to
boost our coordinates to this frame where things are simple. To complete our calculation, we
need four quantities: the quantum scattering amplitude, M (which is related to the quantum
wavefunctions); the initial momentum of one of the particles, pi; the final momentum of one of
the particles, pf ; and the total center of mass energy

E1 + E2 = γ1m1 c
2 + γ2m2 c

2 ≡
√
s, (12.59)

2Coulomb’s constant is often written as kC = kee2, where e = 1.6× 10−19. Coulombs are the basic unit of
electric charge.
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where we have introduced the boost invariant Mandelstam variable s. Then we can write the
differential cross section as

DCM (θ) =
1

64π2s

pf
pi

|M|2 �2c2. (12.60)

Generally quantum scattering amplitudes like M are complex numbers (see Sect. 4.2; we will
discuss complex numbers again in Sect. 12.8), but the differential cross section is a probability
which must be a real number, so it is not surprising that the modulus squared, |M|2, appears
since it is just the sum of the squares of the real and imaginary parts of M.

As an example, consider the process where an electron and positron (e− and e+) scatter by
annihilating into a muon and anti-muon (μ− and μ+) at very high energies where the center
of mass energy is much greater than the rest energies of the electrons and muons,

√
s �

mec
2,mμc

2, so that s ≈ 4p2i . The squared amplitude for this process (averaged over spins) is

|M|2 = 16π2 α2
(
1 + cos2 θ

)
. (12.61)

This gives a differential cross section

DCM (θ) =
α2

4 s

(
1 + cos2 θ

)
�
2c2. (12.62)

Integrating overall values of the angles θ and φ, we get the total cross section

σCM = 2π

∫ π

0

DCM (θ) sin θdθ =
4π α2

3 s
�
2c2. (12.63)

A similar calculation gives the typical lifetime of an unstable particle. Since each particle
decays independently of the others, the total number of particles follows an exponential decay
law. If we start with N0 unstable particles at time t = 0 then later at time t, we have

N(t) = N0 exp
−Γt, (12.64)

where Γ is the rate of decay (decays per second) when we factor out the total number of
particles. When the particle decays to just two particles, things simplify, and in the frame
where the decaying particle is motionless, the calculation is even simpler. If we know the
quantum decay amplitude Mdecay, the momentum of one of the final particles (pf ), and the
mass of the decaying particle, m, then the decay rate is given by

Γ =
pf

32π2m2

∫ 2π

0

∫ π

0

|Mdecay|2 sin θdθ dφ. (12.65)

We will use this to calculate the Higgs lifetime in Sect. 12.10.

12.4 Gravity

Newton’s universal law of gravitation states that the force between two masses, m1 and m2,
that are a distance r apart is given by

F = −Gm1m2

r2
, (12.66)
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where G is Newton’s gravitational constant and the minus sign is to remind us that the force
acts to pull the masses closer together. Near the surface of the Earth, the gravitational force
of the Earth on a mass m is very nearly just a constant multiplying m:

F = −GM⊕m

R2
⊕

= −mg, (12.67)

where (using the values in Table 12.4) we find

g =
GM⊕
R2

⊕
= 9.8m/s2. (12.68)

The minus sign in (12.67) is telling us that the force is down. So if we drop something near the
surface of the Earth, it is accelerated down with the velocity changing at a rate of 9.8m/s2. If we
lift a massm a distance L above the surface of the Earth, the amount of energy we put in, aka the
work done, is the product of the force and the distance, which is mg L. We call this amount of
energy the gravitational potential energy; it is the amount of energy “stored” in the interaction
of the mass and the Earth. If we drop the mass, it accelerates down, converting potential energy
into kinetic energy (the energy of motion). We can also calculate the gravitational potential
energy if we are not close to the surface of the Earth (although it involves calculus since the
force changes as we move farther away):

VG = −Gm1m2

r
. (12.69)

You can check that the force (12.66) is just −1 times the slope of the potential energy. In
other words the force acts in the direction that lowers the potential energy, and the steeper the
potential energy curve, the stronger the force.

The gravitational potential energy is very similar to the potential energy between two electric
charges, q1 and q2, which is

VE = −kC q1q2
r

, (12.70)

where kC is Coulomb’s constant, named after the French physicist Charles-Augustin de Coulomb
(1736–1806) who empirically determined the form of the potential and the associated force. If
the charges are opposite (one positive and one negative), then the electric force between them
is attractive, and the potential energy grows as they are pulled apart just like Eq. (12.69).

Given the gravitational potential energy (12.69), we can calculate the escape velocity of the
Earth. Imagine hitting a baseball hard enough that it keeps going forever. As it goes higher,
it slows down as some of the kinetic energy is converted to gravitational potential energy. We
describe this by saying that the baseball is losing kinetic energy as it leaves the gravitational
potential “well” of the Earth. If we want the baseball to only completely slow down when it
is infinitely far away, then we need to start out with just enough kinetic energy so that when
it is all converted to gravitational potential energy, we have attained the maximum potential
energy, VG = 0 at r = ∞. This is how we can calculate the escape velocity, which is the
minimum velocity that allows the complete escape from Earth’s gravity; if we started with a
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higher velocity, the ball would still be moving when VG = 0. Thus, neglecting air resistance,
the escape velocity, vesc, is determined by

1

2
mv2esc =

GmM⊕
R⊕

= mgR⊕ (12.71)

vesc =

√
2GM⊕
R⊕

=
√

2 g R⊕ = 11.2 km/s. (12.72)

Einstein’s general theory of relativity explains gravity in terms of the curvature of spacetime.
Going back to the spacetime interval given in Eq. (12.10), we first need to consider the case of
infinitesimally small intervals, so that we can handle the case where spacetime is continuously
changing. As in calculus we denote this infinitesimal limit by replacing Δ by d, so we have

ds2 = c2dt2 − [dx2 + dy2 + dz2]. (12.73)

We can also use spherical coordinates (r, θ, φ, see Fig. 12.4) where

x = r sin θ cosφ, y = r sin θ sinφ, z = r cos θ, (12.74)

r =
√
x2 + y2 + z2. (12.75)

Because r is invariant under rotations, spherical coordinates are very useful when there is
spherical symmetry in the problem.

Fig. 12.4 Relation between spherical coordinates (r, θ, φ) and Cartesian coordinates (x, y, z).
θ is the angle from the z direction, φ is the angle (in the x-y plane) from the x direction.
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If we had chosen spherical coordinates, then we would write the spacetime interval as

ds2 = c2dt2 −
[
dr2 + r2

(
dθ2 + sin2 θ dφ2

)]
. (12.76)

In Einstein’s theory, spacetime can stretch and bend, and we account for this by writing the
spacetime interval as

ds2 = gμν dx
μdxν (12.77)

where the spacetime metric gμν is a function of position and μ and ν take the values 0, 1, 2,
and 3, so that xμ represents the four coordinates of spacetime (see the discussion preceding
Eq. (12.3)). In Einstein’s notation, the repeated indices, μ and ν, in (12.77) are summed over
all possible values, so in general there are 16 terms on the right-hand side of the equation.

Einstein’s equations relate the metric gμν to the distribution of matter and energy, and the
metric determines how particles move in spacetime. To see how this works in a simple case,
we can look at the metric near the surface of the Earth. Since gravity is quite weak near the
Earth, Einstein’s equations lead to a simple expression (for r > R⊕) in spherical coordinates:

ds2 =

(
1− 2GM⊕

r c2

)
c2dt2 −

(
1 +

2GM⊕
r c2

)
dr2 − r2

(
dθ2 + sin2θ dφ2

)
(12.78)

A particle falling near the Earth just follows the shortest path through the curved spacetime
in Einstein’s theory. The shortest path on a curved space is called a geodesic. A geodesic on
the surface of the Earth is a great circle like the equator or a line of longitude. When you fly
between Europe and the USA, you typically fly over Greenland, because the plane is following
a geodesic along the Earth’s surface. The equation for a geodesic in the spacetime given by
Eq. (12.78) can be written as

d2r

dt2
=

1

2

d

dr
g00 (12.79)

where g00 is the coefficient of c2dt2 in Eq. (12.78). We can recognize d2r/dt2 as the acceleration,
a, in the radial (r) direction, so multiplying by the mass of the particle, m, we find

ma = −GmM⊕
r2

(12.80)

which is just what Newton would have said.
What Newton would not have known is that the metric Eq. (12.78) implies that clocks run at

different rates at different heights above the Earth and that if we shine a beam of light upward,
its color changes as it gets higher. First let’s consider a clock that ticks every Δτ seconds. If
the clock is not moving, then in calculating the invariant interval from Eq. (12.78), we can set
dr = 0, dθ = 0, and dφ = 0. If the clock is very small compared to the size of the Earth (this
is true of all clocks that I know of), then we don’t have to worry about the difference between
dt and Δt, so we can write

(Δτ)2 =
(Δs)2

c2
=

(
1− 2GM⊕

r c2

)
(Δttick)

2, (12.81)
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this relates interval between ticks, Δτ , to the time interval in our coordinate system, Δttick.
The interesting point is that this depends on r, which is how far we are from the center of the
Earth. If we have a clock on the ground and a clock in a tower and send signals between them,
then we can see that the clocks run at different rates.

To send a signal, we can shine a light from the bottom clock to the top clock. If the light
has a frequency f , then it takes 1/f seconds between each crest of the light wave being emitted.
We can relate this time interval to the coordinate time interval Δt by using the metric again:

1/f =

(
1− 2GM⊕

R⊕ c2

)1/2

Δt (12.82)

It takes some coordinate time, t, for the first light crest to reach the top of the tower, but it
should take the same amount of coordinate time for the next crest, because the metric is not
changing with time. So when the light is received at the top of the tower, the coordinate time
interval is still Δt s between each crest. If the tower has a height H, then we should observe a
time interval

1/ftop =

(
1− 2GM⊕

(R⊕ +H) c2

)1/2

Δt. (12.83)

Inverting Eq. (12.82) to find Δt and substituting it, we find

ftop
f

=

(
1− 2GM⊕

R⊕ c2

1− 2GM⊕
(R⊕+H) c2

)1/2

< 1. (12.84)

In other words the frequency of the light has been reduced; this is often referred to as a
gravitational redshift, since visible light would be shifted to the longer, red wavelength. Since
the photons start out carrying an energy E = hf , we can also say that the photons are losing
energy as they climb out of the potential well. It also shows us that if we sent out one light
pulse for each tick of the bottom clock, we will find that for a given number of ticks of the
bottom clock, the top clock has ticked more times. So the top clock runs faster; there are more
ticks at the top per tick of the bottom clock.

We can check our answer using the Einstein’s equivalence principle, which says that for
short distances and times, a gravitational field is just the same as being inside an accelerating
elevator. By short, Einstein meant short enough that the gravitational field is approximately
constant. Using this idea, we can examine two equivalent situations: we are floating in space
with no gravitational field around, and the tower accelerates fast us at 9.8m/s2. Alternatively
we could be floating in a free-falling elevator, there is a gravitational field, but we don’t feel
it. Both of these scenarios should give the same results as we found by examining the metric
describing the Earth’s gravitational field. For example, in the free-falling elevator scenario if
we compare our clock with the clock at the top of the tower just as we pass it, we see that it
is moving with respect to us, and so by our special relativity calculation, Eq. (12.33), we know
that the tower clock is running slow with respect to our clock. If we also check the ground
clock (just before we splat), then we will see it is also running slow, but since we have been
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accelerating while we were falling, we see it as moving faster with respect to us than the tower
clock was moving, so it must be running slower than the tower clock as well.

12.5 Black Holes
Einstein’s equations allow one to solve for the exact metric around a spherically symmetric
mass, M . The solution is called the Schwarzschild metric:

ds2 =
(
1− rs

r

)
c2dt2 −

(
1− rs

r

)−1

dr2 − r2
(
dθ2 + sin2 θdφ2

)
, (12.85)

where the Schwarzschild radius is given by

rs =
2GM

c2
. (12.86)

If the actual radius of the object is less than rs, then the object is a black hole. When rs is
much less than the radius, then we can Taylor expand the coefficient of the dr2; let’s call it g11;
using x = rs/r 
 1 and

1

1− x
= 1 + x+ x2 + . . . (12.87)

to find that to leading order, we just reproduce Eq. (12.78) once we set M =M⊕. For the case
of the Earth, rs = 8.8mm (about 0.35 inches), so Eq. (12.78) is a very good approximation in
this case.

After coming up with his famous constant, Planck realized that by using basic dimensional
analysis he could combine the three basic constants of nature (Newton’s gravitational constant,
the speed of light, and his constant) in one way to form a length scale:

$P =

√
�G

c3
= 1.62× 10−35 m, (12.88)

which we now call the Planck length. Following Planck we can combine the three basic constants
of nature, G, c, and �, to form a mass, the Planck mass scale, and a time scale, the Planck
time:

MP =
�

$P c
=

√
� c

G
= 1.22× 1019 GeV/c2, (12.89)

tP =
$P
c

=

√
�G

c5
= 5.39× 10−44 s. (12.90)
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We can then write rs in a more suggestive way:

rs = 2 $P
M

MP
, (12.91)

so the Schwarzschild radius is only large compared to $P when the mass is much larger than
MP.

Just as photons leaving the Earth get redshifted, photons leaving the vicinity of a black hole
also get redshifted, but since g00 goes to zero at r = rs, if they were leaving from the horizon
at rs, then their frequency and energy get redshifted to zero. We can also calculate the escape
velocity of a particle of mass m. We need to give it enough energy so that when it gets infinitely
far away, it has zero kinetic energy (aka zero momentum), so from Eq. (12.39), its final energy
is

E = mc2 (12.92)

Following a similar logic to our derivation of Eq. (12.84), we can see that at a radius r, the
particle must have had an energy

E(r) =
mc2

1− rs
r

(12.93)

Comparing with Eq. (12.41), we see that the boost factor at r was

γ =
1√

1− v2
esc

c2

=
1

1− rs
r

, (12.94)

so the velocity at r was

vesc = c

√
rs
r

=

√
2GM

r
(12.95)

Which agrees exactly with Eq. (12.72) once we plug in the mass and the radius of the Earth.
In the case of a black hole, as we get closer to the horizon, the escape velocity increases. At the
horizon the escape velocity becomes equal to the speed of light, c. Since no massive particle
can travel at the speed of light and no massive particle can escape once it reaches the horizon,
it would need an infinite amount of energy to do so. Even light cannot escape from inside the
horizon.

Notice that if we fall through the horizon, then g00 and g11 both change sign. This means
that inside the horizon the coordinate t is a space-like direction, while r becomes time-like. In
order to leave the black hole, we need to reverse our r direction, but this means going back in
time, which no one knows how to do. As far as we know, if you fell into a black hole, the only
way to get out of again is to wait for it to decay, but anything falling in to a large black hole
would probably be crushed long before that happens. Since the evaporation proceeds through
emitting elementary particles, your particles might come out separately, but they wouldn’t
really be you anymore.
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Using Hawking’s evaporation calculation, we can also estimate the approximate lifetime of
a black hole of mass m as

t ≈ tP

(
m

MP

)3

. (12.96)

For a black hole with 30 solar masses (M = 6× 1031 kg), like the ones LIGO saw, that comes
out to about 4× 1067 years, much longer than the current age of the Universe, which is about
1.4× 1010 years.

Fig. 12.5 A particle, traveling from right to left, scattering through the boosted gravitational
field of a proton, with the impact parameter, b, shown. The motion of the proton is subtracted
out so it is at a fixed position in the diagram.

Now let’s examine how we could make a black hole during a particle collision. Suppose
we had two protons headed toward each other at high speed and that if they both kept going
along straight lines, they would miss each other by a distance b. This distance is called the
impact parameter. Things are a little simpler if we try to catch up with one of the protons, so
that from our point of view, it is moving slowly, and we only have to deal with one high-speed
proton. From that perspective, the gravitational field lines of the fast proton will bunch up in
the sideway direction, as shown in Fig. 12.5. When the proton is moving at almost the speed of
light, and has a large momentum p = γ mp v � mp c, then the field lines are compressed into a
single sheet with the proton at the center. When the slow-moving proton passes through this
sheet of gravitational field, it will be swung by the gravitational force so that it is headed quite
close to the fast proton. The distance between the two protons gets as small as

rmin =
M2

P b
2 c2

8 p �
(12.97)
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which can be very small (much smaller than b) for a large momentum p. The protons can be
so close that we have to take into account their escape velocity, which is

vesc =

√
2Gmp

rmin
=

4 �

M2
P b

√
pmp

c
. (12.98)

If p is large enough, then vesc is greater than the speed of light, and we know that a black hole
has formed.

Going back to the point of view of someone standing at CERN with the two protons rushing
at each other with the same speeds, but going in opposite direction, we can use the fact that
the total center of mass energy of the collision is invariant under boosts and is given by

E2
tot. = s ≈ 2 pmp c

3 (12.99)

so the condition to form a black hole with a fixed Etot. is that the impact parameter must be
sufficiently small:

b < bcrit =
�
√
s

M2
P c

3
=
G
√
s

c4
(12.100)

This corresponds to an effective cross section of

σ ≈ πb2crit =
π �2 c2

M2
P c

4

s

M2
P c

4
(12.101)

Comparing to Eq. (12.63), we see that this cross section grows with s instead of falling with s
but also that it will not be significant unless

√
s is comparable to MPc

2 which is not the case
for the Large Hadron Collider in a four-dimensional spacetime with Einstein gravity. In the
next section, we will see how it could be significant if there are extra dimensions.

12.6 Black Holes in Extra Dimensions

Suppose that there are n extra dimensions that are too small for us to easily resolve. To be
more concrete, let us assume that for distances smaller than a certain value, R∗, space has 3+n
dimensions. For example, if n = 2, then the two extra dimensions could be a sphere of radius
R∗, so at each point in space, we could move along the directions of the extra sphere. As we
saw in Chap. 8, the gravitational field lines would spread out more quickly in 3+n dimensions,
so for distances r < R∗, we would find a gravitational potential given by

Vr<R∗ = −G∗m1m2

r1+n
. (12.102)

For this potential energy to smoothly match on to the ordinary gravitational potential, we must
have

Vr=R∗ = −G∗m1m2

R1+n
∗

. = −Gm1m2

R∗
= VG, (12.103)
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so we see that

G∗ = GRn
∗ . (12.104)

In a world of 3+n spatial dimensions, G∗ is the fundamental Newton’s constant that describes
the strength of gravity, and G is just the effective strength of gravity that we happen to
measure because we are too big and clumsy to resolve the extra dimensions. Since G has units
of m3/(kg s2), we see that G∗ has units of m3+n/(kg s2). This means that we can define a
Planck length, a Planck mass, and a Planck time that are appropriate for 3 + n dimensions:

$∗ =

(
�G∗
c3

) 1
n+2

, (12.105)

M∗ =
�

$∗ c
=

(
�
n+1

G∗cn−1

) 1
n+2

, (12.106)

t∗ =
$∗
c

=

(
�G∗
cn+5

) 1
n+2

. (12.107)

Since we haven’t seen any black holes produced at the Large Hadron Collider yet, we expect
that M∗ ≥ 1TeV/c2. Using M∗ ≈ 1TeV/c2, we can get an estimate for R∗ from Eq. (12.104).
For n = 1 we get R∗ ≈ 3× 1013 m and for n = 2 we get R∗ ≈ 2 mm, and these are both ruled
out by our current tests of gravity as discussed in Sect. 8.1. But for n = 3, we get R∗ ≈ 10−8

m, which is certainly allowed, and for larger values of n, we get even smaller distance scales, so
these cases are perfectly consistent with what we know so far.

We can write the Schwarzschild metric in a 3 + n dimensional space as:

ds2 =

(
1−

(rs,n
r

)1+n
)
c2dt2 −

(
1−

(rs,n
r

)1+n
)−1

dr2 − r2dΩ2+n, (12.108)

where dΩ2+n represents an infinitesimal area on a generalized sphere in 3 + n dimensions with
a 2 + n dimensional surface and

rs,n =

(
2G∗M

c2

) 1
1+n

. (12.109)

Now we can redo our calculation of the escape velocity from Sect. 12.5. For a particle of mass
m to escape a black hole out to infinity, at a distance r, it must have had an energy

E(r) =
mc2

1−
( rs,n

r

)1+n =
mc2√
1− v2

esc

c2

(12.110)

so

vesc = c

√(rs,n
r

)1+n

= c

√
2G∗M

r1+n
(12.111)
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Repeating our calculation of the black hole production cross section, we find

bcrit,n =

(
G∗

√
s

c4

) 1
1+n

(12.112)

and

σn ≈ πb2crit,n =
π �2 c2

M2
∗ c

4

(
s

M2
∗ c

4

) 1
1+n

(12.113)

So now we can have a significant production cross section at the Large Hadron Collider, where√
s ≈ few TeV, if M∗ is close to 1 TeV/c2.
With n extra dimensions, black holes can still decay through Hawking radiation. The

approximate lifetime of a mini black hole of mass M is

t ≈ t∗

(
M

M∗

)(n+3)/(n+1)

. (12.114)

For n = 6 this gives an estimate of 10−22 s, about the same as the lifetime of the Higgs boson.

12.7 The Large Hadron Collider

The protons in the Large Hadron Collider beam during the 2016 run had an energy of 6500GeV,
so that the total energy in the head-on collision of two protons was 13000GeV. Given the proton
mass in Table 12.4, we find that the protons had a boost factor of

γ = 6930. (12.115)

Using Eq. (12.18), we see that corresponds to the protons traveling with a velocity that is
99.99999896% of the speed of light. The approximate wavelength that these protons can probe
is

λ =
c

f
=

hc

6500GeV
= 1.9× 10−19 m. (12.116)

During the 2016 run, the Large Hadron Collider obtained a peak luminosity of 1.38 ×
1038/m2s, or 1.38 × 1010 inverse barns per second. The actual luminosity goes up and down
as various technical difficulties arise or are overcome. For each period of time with a constant
luminosity, we can multiply by the length of time that luminosity was held, and if we add these
all together, we get the total integrated luminosity. In the 2016 run, the Large Hadron Collider
obtained an integrated luminosity of 40 inverse femtobarns. If the cross section for producing
a new particle was 1 femtobarn, then we could have produced 40 of these particles; obviously
having a higher integrated luminosity is very beneficial for finding new particles, especially if
they have even smaller production cross sections than 1 femtobarn. It is hoped that eventu-
ally the Large Hadron Collider will collect a total integrated luminosity of 300–1000 inverse
femtobarns.
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12.8 Complex Numbers

Before we get to the Higgs field, we need to remember a few things about complex numbers
(which we first heard about in Sect. 4.2), since the value of the Higgs field at any point in space
is a complex number. First recall that the “imaginary” number i is the square root of −1, so
i2 = −1 (Fig. 12.6). We can write any complex number, z, as either the sum of a real number
and i times another real number,

z = x+ i y, (12.117)

or as a real magnitude (or modulus), call it r, for example, times a complex phase,

z = reiθ. (12.118)

Fig. 12.6 A complex number, z, represented by real and imaginary parts, x and y, and also by
modulus r and angle θ.

The two ways of writing the same number are related by thinking about the geometry of the
two-dimensional plane of complex numbers, using the real part as the x axis and the imaginary
part as the y axis. Using Euler’s formula

eiθ = cos θ + i sin θ, (12.119)

we find

x = r cos θ, y = r sin θ, |z|2 = r2 = x2 + y2. (12.120)

Whenever we make a measurement, we will always find a real number, so whenever our
theory involves a complex number, like z, we often will find that our prediction involves the
modulus squared: |z|2.
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12.9 Group Theory: Rotations and Spinors

We will also need to know a little about group theory in order to learn a little about the Higgs
field. The simplest group that you are probably familiar with is the group of rotations. We
can do three types of independent rotations in a three-dimensional space: rotations around
the three perpendicular directions or axes. We can call the three axes up, right, and forward,
but usually physicists call them x, y, and z. Mathematically rotations form a group because
any combination of individual rotations just amounts to one other single rotation around a
particular axis (that axis does not have to align with x, y, or z).

We can represent a point in space by a three-component vector, %v = (x, y, z), where there
is one component for each direction, indicating the distance to travel from a reference point
along that direction in order to arrive at the specified point. With this choice of coordinates,
the reference point is represented by a vector with all zeros: (0, 0, 0). This reference point is
also called the origin. If we think about very tiny (infinitesimal) rotations around the origin
(rotations that leave the origin untouched), then we can represent the three types of rotations
in terms of three matrices:

Lx =

⎛
⎝ 0 0 0

0 0 −1
0 1 0

⎞
⎠ , Ly =

⎛
⎝ 0 0 1

0 0 0
−1 0 0

⎞
⎠ , Lz =

⎛
⎝ 0 −1 0

1 0 0
0 0 0

⎞
⎠ . (12.121)

These three matrices are called the generators of the rotation group. Matrices act on vectors by
matrix multiplication: each row is paired up with the vector (written as a column) to produce
a new number. Since there are three rows, we get three new numbers, which make up a new
vector. For example, ⎛

⎝ a b c
d e f
g h j

⎞
⎠

⎛
⎝ x

y
z

⎞
⎠ =

⎛
⎝ ax+ by + cz

dx+ ey + fz
gx+ hy + jz

⎞
⎠ , (12.122)

We can also multiply matrices to get a new matrix of the same size:⎛
⎝ a b c

d e f
g h j

⎞
⎠

⎛
⎝ k $ m

n o p
q r s

⎞
⎠ =

⎛
⎝ (ak + bn+ cq) (a$+ bo+ cr) (am+ bp+ cs)

(dk + en+ fq) (d$+ eo+ fr) (dm+ ep+ fs)
(gk + hn+ jq) (g$+ ho+ jr) (gm+ hp+ js)

⎞
⎠ .

(12.123)

Using matrix multiplication, we can work out how the three generators act on a vector:

Lx%v =

⎛
⎝ 0 0 0

0 0 −1
0 1 0

⎞
⎠

⎛
⎝ x

y
z

⎞
⎠ =

⎛
⎝ 0

−z
y

⎞
⎠ (12.124)

Ly%v =

⎛
⎝ 0 0 1

0 0 0
−1 0 0

⎞
⎠

⎛
⎝ x

y
z

⎞
⎠ =

⎛
⎝ z

0
−x

⎞
⎠ (12.125)



158 CHAPTER 12. EXTRA MATERIAL: THE EQUATIONS BEHIND THE WORDS

Lz%v =

⎛
⎝ 0 −1 0

1 0 0
0 0 0

⎞
⎠

⎛
⎝ x

y
z

⎞
⎠ =

⎛
⎝ −y

x
0

⎞
⎠ . (12.126)

Any rotation by an angle θ around an axis pointing along the direction %ω = (ωx, ωy, ωz)
can be written as an exponential. For convenience we can choose %ω to be a unit vector, so that
ω2
x + ω2

y + ω2
z = 1. Then the rotation matrix is given by

R = eθ(ωxLx+ωyLy+ωzLz), (12.127)

and the rotated vector is given by

%v ′ = R%v. (12.128)

It may seem confusing to talk about the exponential of a matrix, but we can make sense of it
by writing out the infinite series representation:

eM = I +M +
M2

2!
+
M3

3!
+ . . . (12.129)

where I is the identity matrix with ones down the diagonal and zeroes elsewhere, so that I %v = %v.
Things are a little simpler for infinitesimal rotations, where we take the rotation angle to

be infinitesimal, i.e., θ = ε, where ε 
 1. After we do an infinitesimal rotation of the vector %v,
the new vector %v ′ is given approximately by dropping terms as small as ε2 or smaller:

%v ′ ≈ [I + ε (ωxLx + ωyLy + ωzLz)]%v

≈ %v + ε (ωxLx%v + ωyLy%v + ωzLz%v)

≈

⎛
⎝ x

y
z

⎞
⎠+ ε

⎛
⎝ωx

⎛
⎝ 0

−z
y

⎞
⎠+ ωy

⎛
⎝ z

0
−x

⎞
⎠+ ωz

⎛
⎝ −y

x
0

⎞
⎠
⎞
⎠

≈

⎛
⎝ x

y
z

⎞
⎠+ ε

⎛
⎝ ωyz − ωzy

ωzx− ωxz
ωxy − ωyx

⎞
⎠ . (12.130)

Writing (ωx, ωy, ωz) in terms of spherical angles, as in Eq. (12.74),

(ωx, ωy, ωz) = (sin θ cosφ, sin θ sinφ, cos θ) (12.131)

we find ⎛
⎝ x′

y′

z′

⎞
⎠ =

⎛
⎝ x

y
z

⎞
⎠+ ε

⎛
⎝ z sin θ sinφ− y cos θ

x cos θ − z sin θ cosφ
y sin θ cosφ− x sin θ sinφ

⎞
⎠ . (12.132)

This is just an infinitesimal rotation around an arbitrary axis, given by %ω = (ωx, ωy, ωz) and
by angle ε. If we pick %ω to point in the z direction (so that cos θ = 1), we find⎛

⎝ x′

y′

z′

⎞
⎠ =

⎛
⎝ x− εy

y + εx
z

⎞
⎠ . (12.133)
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which is just the infinitesimal rotation in the two-dimensional x-y plane. Compare this with
Eq. (12.7), but replace the angle in degrees by the infinitesimal angle −ε in radians. (Remember
that 90◦ = π/2 radians.) The rotation is by −ε because in Eq. (12.7) we rotated the coordinate
system, while now we are rotating objects at particular points, leaving the coordinate system
as it was. To make the comparison you need to use the Taylor series expansions

cos ε = 1− ε2

2
+ . . .

sin ε = ε− ε3

6
+ . . . (12.134)

We can also define a dot product between two vectors, %v1 = (x1, y1, z1) and %v2 = (x2, y2, z2),
by

%v1 · %v2 =
(x1, y1, z1)

⎛
⎝ x2

y2
z2

⎞
⎠ = x1x2 + y1y2 + z1z2. (12.135)

You can check that the group of rotations leaves the dot product invariant (see Eq. 12.9), just
like boosts leave spacetime interval (12.10) invariant.

Mathematicians have given the group of rotations in three dimensions the name SO(3); it
is the group that acts on real, three-component vectors and leaves the dot product invariant.
A closely related group is SU(2), which acts on complex, two-component vectors. It is common
to call any complex, two-component vector by the nickname “spinor,” because this is the
mathematical object that describes the spin of a spin one half particle like an electron. If
we have two such spinors, (u1, d1) and (u2, d2), then the combination that is left invariant by
SU(2) transformations is

(u1, d1)

(
0 −1
1 0

)(
u2
d2

)
= d1u2 − u1d2 (12.136)

The generators of the SU(2) transformations are the Pauli matrices:

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (12.137)

An SU(2) rotation on the spinor s = (u, d) can be written in terms of a three-component vector
(α1, α2, α3) as

s′ = ei(α1σ
1+α2σ

2+α3σ
3)s. (12.138)

The combination d1u2 − u1d2 is exactly invariant under this transformation.
An infinitesimal SU(2) rotation with α1, α2, α3 
 1 on the spinor s = (u, d) is given by

s′ ≈
(
1 + i(α1σ

1 + α2σ
2 + α3σ

3)
)
s (12.139)

≈
(
1+i(α1σ

1+α2σ
2+α3σ

3)
)( u

d

)
(12.140)
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≈
(
u
d

)
+ i

(
α1

(
d
u

)
+ iα2

(
−d
u

)
+ α3

(
u
−d

))

(12.141)

≈
(
u
d

)
+ i

(
(α1 − iα2)d+ α3u
(α1 + iα2)u− α3d

)
. (12.142)

Applying this transformation to the invariant in (12.136), we find:

d′1u
′
2 − u′1d

′
2 ≈ (d1 + i(α1 + iα2)u1 − iα3d1) (u2 + i(α1 − iα2)d2 + iα3u2)

− (u1 + i(α1 − iα2)d1 + iα3u1) (d2 + i(α1 + iα2)u2 − iα3d2)

≈ d1u2 − u1d2 + i(α1 + iα2)(u1u2 − u2u1) + i(α1 − iα2)(d1d2 − d2d1)

+iα3(d1u2 − d1u2 + u1d2 − u1d2−)

≈ d1u2 − u1d2 (12.143)

What Wolfgang Pauli realized when he was trying to understand the spin of the electron
is that we can accurately describe quantum spins using this SU(2) group theory. First we
introduce the spin operator which is a vector (of matrices) in three-dimensional space:

%S = (Sx, Sy, Sz) =
�

2
(σ1, σ2, σ3). (12.144)

The coefficient �/2 just represents the magnitude of one half unit of spin. We can think of a
spinor χ = (u, d) as the wavefunction for spin if we arrange that |u|2 + |d|2 = 1. Then we can
calculate the average value of the spin measured along the z direction by evaluating

〈χ|Sz|χ〉 ≡ (u∗, d∗)
�

2
σ3

(
u
d

)
=

�

2

(
|u|2 − |d|2

)
. (12.145)

So a spinor χup = (1, 0) is always measured to have spin +�/2 in the z direction, while a spinor
χdown = (0, 1) is always measured to have spin −�/2 in the z direction. χup and and χdown

are the eigenstates (or eigenspinors) of Sz; any other states are superpositions of these two
eigenstates and do not have a well-defined value for the spin in the z direction; they merely
have a certain probability to be measured spin up (Sz = +�/2) or spin down (Sz = −�/2)
as shown in Eq. (12.145). The quantum weirdness gets even stranger when we realize that the
eigenstates of Sx and Sy are completely different: it is not possible to find a spinor that is an
eigenstate of more than one of these three spin components! Also since σ1σ2 is not equal to
σ2σ1, we get a different result depending on the order we act with Sy and Sx. If we act with
Sy and then Sx (in our equations the earliest times are to the right), we find:

〈χ|SxSy|χ〉 =
�
2

4
(u∗, d∗)σ1σ2

(
u
d

)
= i

�
2

4
(u∗, d∗)σ3

(
u
d

)
= i

�
2

4

(
|u|2 − |d|2

)
. (12.146)

while if we act with Sx and then Sy we find

〈χ|SySx|χ〉 =
�
2

4
(u∗, d∗)σ2σ1

(
u
d

)
= −i�

2

4
(u∗, d∗)σ3

(
u
d

)
= i

�
2

4

(
|d|2 − |u|2

)
. (12.147)
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When things like this happen, we say that the operators are incommensurate or that they don’t
commute.

12.10 The Higgs

In the standard model of particle physics, the Higgs field transforms as a spinor of the SU(2)
group associated with the electroweak interactions. This is a completely new SU(2) group
not associated with spin but with two possible values of the electroweak charge. In the early
Universe, when the Higgs field vanishes (i.e., the average value of the Higgs field is zero),
the electroweak SU(2) group is a perfectly well-behaved symmetry, and curiously left-handed
electrons and left-handed electron neutrinos form a spinor as well. Here left-handed means that
the spin of the particle is in the opposite direction of its momentum. In the early Universe,
electrons, neutrinos, and quarks are all massless, so we can’t flip the momentum of any of these
particles by trying to move faster than them (i.e., perform a boost), since massless particles
travel at the speed of light, and we can’t outrun something moving at the speed of light. This
means that in the early Universe, there was no difference between a left-handed electron and
a left-handed neutrino. Even more curiously the right-handed electrons and neutrinos do not
transform under the electroweak SU(2) at all. This means that our Universe is not invariant
under the interchange of left and right, aka parity, or in other words a mirror version of our
Universe would have different physical effects. It was quite surprising when this odd behavior
was revealed in the 1950s. Similarly the left-handed up and down quarks form an electroweak
SU(2) spinor, as do the left-handed top and bottom quarks. Because of this preference of left-
handed fermions, the electroweak group is sometimes referred to as SU(2)L. Needless to say,
currently there is a very big difference between an electron and a neutrino; they have different
electric charges and different masses. In our current understanding, it is the Higgs field that is
responsible for this lack of symmetry; it is a consequence of the Higgs field having a nonzero
average value now. To see how this come about, we need to think about the energy associated
with different values of the Higgs field.

In order to compare the energy of different Higgs field values, we need to use SU(2)L
invariants made out of the Higgs field, since the energy does not change under an SU(2)L
transformation. We also need to restrict ourselves to real (rather than complex) invariants,
since the energy is a real number, not a complex number. As we have seen, there is a real
number associated with every complex number z = x+ iy, that is, its modulus

|z| =
√
x2 + y2. (12.148)

It is helpful to use the complex conjugate of z in order to calculate the modulus. The complex
conjugate of

z = x+ i y = r eiθ (12.149)
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is found by taking i to −i, so the complex conjugate of z is

z∗ = x− i y = r e−iθ (12.150)

and the square of the modulus is

|z|2 = z∗z = (x− i y)(x+ i y) = x2 + y2 = r e−iθr eiθ = r2. (12.151)

If we write the Higgs field spinor as

(
H1

H2

)
, (12.152)

then we can form another spinor out of its conjugate:

(
−H∗

2

H∗
1

)
. (12.153)

So we can make a real SU(2)L invariant from

(−H∗
2 , H

∗
1 )

(
0 −1
1 0

)(
H1

H2

)
= H∗

1H1 +H∗
2H2 = |H1|2 + |H2|2. (12.154)

Now in the standard model of particle physics, the potential energy density for the Higgs
field is given by

V (H) = λ

(
|H1|2 + |H2|2 −

v2

2

)2

, (12.155)

where v = 246GeV. The potential energy density V (H) gives the energy per unit volume for
a Higgs field that has the same value everywhere in spacetime; to find the total energy in a
certain volume, we would multiply the potential energy density by the volume. If there are
spatial variations in the Higgs field, there is an additional energy that needs to be added.

As we have seen this potential energy density looks have a maximum when the Higgs field
vanishes and a minimum at a nonzero value (see Fig. 12.7). We can take the Higgs field at the
minimum to be

H =

(
0
v√
2

)
, (12.156)

whether v appears in the bottom or the top of the spinor is simply a convention that we fix by
ensuring that the nonzero component has no electric charge.
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Fig. 12.7 The potential energy density of the Higgs field, V (H), in the standard model of particle
physics.

Let’s look in more detail at what happens when the Higgs field is near the average value
shown in Eq. (12.156). Let’s write the Higgs field in terms of some small fluctuations, h, g0, g1,
and g2 around the average value:

H =
1√
2

(
g1 + i g2
v + h+ ig0

)
. (12.157)

Then the Higgs quadratic invariant is given by

|H1|2 + |H2|2 =
1

2

(
g21 + g22 + (v + h)2 + g20

)
. (12.158)

Putting this into the potential energy density (12.155), we have

V (H) =
λ

4

(
g21 + g22 + (v + h)2 − v2 + g20

)2

=
λ

4

(
g21 + g22 + 2vh+ h2 + g20

)2
. (12.159)

Focusing on just the quadratic terms (the terms with only two powers of fields), we find

Vquad = λv2h2. (12.160)

This tells us that one of the fluctuations, h, has a mass, while the remaining fields, g0, g1,
and g2, have no mass terms. The fact that these fields have no mass terms in the potential
is not an accident, it is a consequence of the potential energy density being invariant under
SU(2)L rotations, while the solution for the minimum of the potential, given in Eq. (12.156), is
not invariant. The symmetry argument for the absence of mass terms in the potential energy
density is very general and can be applied in many other cases. The general argument is known
as Goldstone’s theorem. We will return to these three special, massless fields a little later.
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The fluctuations in the field h are what we identify with the Higgs boson that was discovered
at the Large Hadron Collider. The Higgs boson mass is given by

mh =
√
λ v = 125GeV, (12.161)

so we see that the self-coupling of the Higgs field, λ, is crucially involved in determining the
Higgs boson mass.

When the temperature of the expanding Universe cools sufficiently, the Higgs can minimize
its energy by taking on a nonzero value. While a Higgs field of H = (0, 0) is invariant under
SU(2)L transformations, a nonzero value is not. Having a nonzero value for the Higgs field
breaks the SU(2)L symmetry. Now we can understand how particles can get masses. In the
early Universe, top and bottom quarks had to be massless in order to preserve the symmetry
between the left-handed top quark and the left-handed bottom quark. But we can include extra
energy terms that involve both left-handed and right-handed quark fields and the Higgs field.
We will write the electroweak top-bottom quark spinor as(

tL
bL

)
(12.162)

and call the right-handed top and bottom quark fields tR and bR. Then we can write an energy
term that is SU(2)L invariant

yt t
∗
R(tL, bL)

(
0 −1
1 0

)(
H1

H2

)
= −yt t∗RtRH2tL

+yt t
∗
RbLH1, (12.163)

where yt is the strength of the interaction between the Higgs field and top quarks. We need
to add the complex conjugate of this term as well in order to have a real energy density. Even
though this term respects the SU(2)L invariance of the theory, when the Higgs has a nonzero
average value, we see a term that looks like

− yt
v√
2
t∗RtL (12.164)

which means that a left-handed top quark can turn into a right-handed top or in other words
the top quark has a mass of

mt = yt
v√
2
. (12.165)

We can also add a term

−yb b∗R(tL, bL)
(

0 −1
1 0

)(
−H∗

2

H∗
1

)

= yb b
∗
RtLH

∗
1 − yb b

∗
RbLH

∗
2 , (12.166)

so when H2 = v/
√
2, we see a mass for the bottom quark:

mb = yb
v√
2
. (12.167)

The fact that the formerly indistinguishable top and bottom quarks have different masses clearly
shows that the SU(2)L symmetry is broken.
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��� More Accurate !! Writing the interaction terms for spin one half par-
ticles is a little more involved than I am showing here, since you also need
to keep track of the spin state of the particle, which involves another spinor
index.

The value of the Higgs field also plays an important role in changing the massless gauge
bosons of the electroweak interactions into the massive W+, W−, and Z bosons of the weak
interactions and the massless photon of electromagnetism. Massless spin-one particles like the
photon have two polarizations (aka degrees of freedom). That is why a single polarizer blocks
half of an unpolarized light beam while a second polarizer rotated 90◦ will block all of the
remaining lights. However, massive spin-one particles like the W ’s and Z must have three po-
larizations, which means that the Higgs must also produce the three extra polarizations required
to give them masses. As we have seen, since the Higgs field is a complex valued, two-component
spinor, it has four degrees of freedom, that is, each of the two-spinor components has a real
and imaginary part. When the Higgs field is at the minimum of its potential energy, three of
these degrees of freedom—g0, g1, and g2—join with three of the electroweak gauge bosons to
form the massive W+, W−, and Z. That leaves one degree of freedom left over, which is just
h, the piece that corresponds to the Higgs boson. The masses of the W+, W−, and Z are also
proportional to the value of the Higgs field, v, and to their coupling to the Higgs field, which
is in fact the “gauge coupling.” The photon doesn’t couple directly to the Higgs field and that
is why it remains massless. The result that the three seemingly massless fields, g0, g1, and g2,
end up as part of the massive spin-one fields is known as the “Higgs mechanism.”

The standard model of particle physics makes detailed predictions about all the properties
of the Higgs boson. For example, we can easily calculate the Higgs boson lifetime. The Higgs
couples directly to other particles proportionate to their mass, so the biggest quantum ampli-
tudes are for the Higgs boson spontaneously transforming into the heaviest possible particles in
the standard model. However, in order to conserve energy, the final two particle masses must
add up to less than the Higgs boson mass, so with mH = 125GeV, the Higgs boson is too light
to decay into a top quark and an anti-top quark or two Z bosons or two W bosons. Thus, the
Higgs boson mostly decays to a bottom quark and an anti-bottom quark (Fig. 12.8).

Fig. 12.8 The decay of the Higgs boson into a bottom and anti-bottom quark, time is moving
to the right in this diagram.
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The spin averaged, squared probability amplitude for a Higgs boson to turn into a bottom
quark and an anti-bottom quark is

|M|2 =
2Ncm

2
b

v2
(
m2

H − 4m2
b

)
, (12.168)

where I’ve written the coupling yb in terms of v and mb, and the factor Nc = 3 reflects that fact
that quarks come in three possible “colors” of the strong interaction. In the reference frame
where the Higgs is sitting still, each quark carries away half the Higgs rest energy EH = mHc

2,
so

Eb =
mHc

2

2
= γmbc

2, (12.169)

From this we can check that the quarks have momentum

pf =
mH

2

(
1− 4m2

b

m2
H

)1/2

. (12.170)

Using Eq. (12.65), and integrating over spherical angles (which merely gives a factor of 4π),
we find

ΓHiggs =
pf

32π2m2
H

∫ 2π

0

∫ π

0

|M|2 sin θdθ dφ =
Ncm

2
b mH

8π v2

(
1− 4m2

b

m2
H

)3/2

. (12.171)

Taking the bottom quark mass as 4.18GeV/c2, this gives Γ ≈ 4.3MeV/�, and a lifetime

tHiggs =
1

ΓHiggs
≈ 1.5× 10−22 s, (12.172)

a very short lifetime indeed!
A curious feature of including quantum effects in the interactions of particles is that coupling

constants aren’t constant. This is not just a silly version of Murphy’s law but a real, measurable
effect. When we measure the strength of electromagnetic interactions at different length scales,
we find that the coupling is stronger at shorter distances. For electromagnetism we usually
describe the strength of the interaction in terms of the “fine-structure constant” α. When we
measure α on atomic scales, we find

α(r = 10−10 m) ≈ 1

137
. (12.173)

Many people spent way too much time trying to come up with a numerological reason for the
number 137 appearing in the denominator here. This turned out to be a waste of time, because
when we measure α at a much smaller distance, we find

α(r = 2× 10−18 m) ≈ 1

128
. (12.174)

The point is that while in a classical world with � = 0, we would see that α was a constant;
in our world there are energy-dependent quantum corrections. For example, if an electron
exchanges a photon with another charged particle, there are many things that can happen to
the photon as it propagates between the two charged particles. Two possibilities are shown in
Fig. 12.9.
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Fig. 12.9 The classical (� = 0) contribution to photon propagation is shown on the left : nothing
happens to the photon as it travels. On the right we see a quantum loop correction to photon
propagation: the photon briefly turns into an electron-positron pair, which then turn back into
a photon that continues on its way. Time is moving to the right in this diagram.

Quantum mechanics allows the photon to briefly turn into an electron and a positron and
then back into a photon. This process is energy dependent, since it only makes a significant
contribution when the photon energy is larger than the rest energy of the electron, mec

2. Higher
photon energies correspond to higher photon momentum, and these are the photons that dom-
inate in short distance processes. If we have a sufficiently energetic photon, we can have any
charged particle-antiparticle pair in the loop. Typically these processes give α a logarithmic
dependence on energy. The change in the strength of couplings with scale is called “renormal-
ization group running.”

The same kind of effects also contributes to the self-coupling of the Higgs field, which we
called λ. Figure 12.10 shows two contributions to the scattering of two Higgs particles. The
classical contribution, proportional to λ, just corresponds a term in the potential energy den-
sity (12.159) with four powers of Higgs fields. The quantum correction contributes a logarithmic
dependence on energy. There are many other processes that can also contribute.

In the approximation where we only keep the classical term and the term involving the
single top quark loop, we find that the strength of the coupling measured at a high-energy scale
μ c2 is related to the strength of the coupling measured at an energy scale corresponding to the
top quark mass mt c

2 by

Fig. 12.10 The classical contribution and quantum top quark loop contribution to the four-Higgs
interaction.

λ(μ c2) = λ(mt c
2)− 4Nc y

4
t

16π2
ln

(
μ

mt

)
, (12.175)

where ln(x) is the natural logarithm. Eventually, if we go to high enough energies, the second
term will overcome the first, and λ(μ c2) will become negative. This is what we saw happening
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in Fig. 9; when we are studying very large values of the Higgs field, we need to use the self-
coupling evaluated at a correspondingly high-energy scale, and so eventually the potential
starts to decrease, and we have hit the rim of the volcano. Needless to say, in order to do
this calculation properly, we need to take many different kinds of quantum corrections into
account that is more or less straightforward. The harder part is that we need to know all of the
possible particles that can appear in the loops at very high energies that requires some strong
assumptions. People who do these calculations assume that there are no new particles beyond
the ones we already know, that is, they are assuming that the standard model of particle physics
is correct all the way up to enormously high energies that we haven’t probed experimentally.
If there are some heavier new particles to be discovered, then the calculation would have to be
completely changed.

12.11 Fusion

Inside the Sun the process of fusion mainly proceeds by converting four protons into a helium
nucleus (an alpha particle), two positrons, and two neutrinos and releasing excess energy as
photons. The first step in this process involves two protons (which we will write as p+) convert-
ing to deuterium (a nucleus with a proton and a neutron, written as D+) as well as a positron
(e+) and a neutrino (ν). We can write this deuterium production reaction as

p+ + p+ → D+ + e+ + ν. (12.176)

The positron will quickly meet an electron and they will annihilate into two photons, while the
neutrino will quickly leave the Sun, since it only experiences weak interactions involving the
heavy W and Z bosons, and stream away into space. The deuterium can combine with another
proton to produce tritium (a nucleus with two protons and one neutron) and a photon. Finally
two tritiums can convert to an alpha and two protons.

The first step in this process, deuterium production, is the limiting step, because it is far
slower than the others; this is because it involves the exchange of a heavy W boson. We can
write the cross section for this process in terms of the kinetic energy, K, associated with the
relative velocity, v, of the protons,

K =
1

2
μv2, (12.177)

where μ is the “reduced mass.” If we have two particles with masses m1 and m2, then the
“reduced mass” is

μ =
m1m2

m1 +m2
, (12.178)
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so in our case μ = mp/2. The cross section for deuterium production (for energies at or below
the typical energies of particles in the Sun) is

σ(p+ + p+ → D+ + e+ + ν) ≈ 4× 10−22 keV b

K

exp

(
−2πα

√
mpc2

2K

)
(12.179)

The numerical factor on the right-hand side of Eq. (12.179) is so small because it is suppressed
by four powers of the ratio of the deuterium binding energy (about 2MeV) to the W boson
rest energy (mW c2 ≈ 80GeV). The reason it is suppressed by the W boson mass is that in this
process a proton must convert to a neutron. At the quark level, this means that an up quark
converts to a down quark. An up quark can convert to a down quark by emitting a virtual
W boson. The W boson is virtual because the energy available is much smaller than its rest
energy, so the process is highly suppressed. This suppression is what gave the weak interactions
their name. The exponential factor in Eq. (12.179) reflects the fact that if the velocity is small
(which means the kinetic energy is small), then the protons do not get close together (see
Fig. 10.3), and there is a very small probability for deuterium to form unless the protons are
within 10−15 meters of each other. This is because the proton and neutron are bound together
by the strong interactions to form deuterium, but the strong interactions produce a short range
force which does not extend past 10−15 meters.

For any system that has a temperature T , Boltzmann showed that states with a range of
different energies can be present and that the probability of a particular energy state being
present depends exponentially on the energy. For example, the probability of a proton having
a kinetic energy K is

P (K) = A exp

(
− K

kB T

)
, (12.180)

where A is a constant that depends on how many protons are present and kB is Boltzmann’s
constant. This means that particles having very high kinetic energies compared to kBT are
very unlikely. Using this distribution Boltzmann also showed that the typical kinetic energy of
any particle is given by

Ktypical ≈
3

2
kBT, (12.181)

where the factor of 3 reflects the fact that the particles could be moving in any of the three
different directions in space.

Since the probability distribution (12.180) is falling exponentially with kinetic energy, while
the cross section is rising exponentially with kinetic energy, there is a balancing point: a kinetic
energy where the reaction is most likely to occur. It turns out that the deuterium production
process is most likely to occur at the Gamow energy

KG = (π α kBT )
2/3

(
1

4
mpc

2

)1/3

(12.182)
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In order to calculate the rate at which the reaction actually proceeds, we need to average
the cross section times the relative velocity over the Boltzmann distribution (12.180), because
there is always a range of possible energies that are allowed. This average is called the thermal
average, which we will write by putting angle brackets, 〈 〉, around the quantity that was
averaged.

One finds that

〈σ v〉 = 4× 10−22 keV b
(

32
3mp

)1/2 (
2KG

(kBT )4

)1/6

exp
(
− 3KG

kBT

)
. (12.183)

So at the center of the Sun, where the temperature is 1.5×107 Kelvin, the typical kinetic energy
is 1.9 keV and the Gamow energy is 7.4 keV, and the deuterium production cross section is

σ(p+ + p+ → D+ + e+ + ν) ≈ 5× 10−31 b. (12.184)

The rate of fusion depends on the number density of protons, np = 4.45 × 1031 m−3, at the
center of the Sun. If we look at an individual proton, the number of fusion reactions per second
would be

Γfusion = np 〈σv〉 = 2.6× 10−18 per second (12.185)

which corresponds to a mean time for fusion to occur (per proton) of

tfusion =
1

Γ
= 3.9× 1017 seconds = 1.2× 1010 years (12.186)

99 % of the power generated in the Sun is produced inside the “solar core,” a sphere with
a radius of 0.24R� that is about a quarter of the Sun’s radius. The volume of the solar core is

V =
4

3
π (0.24R�)

3
= 1.9× 1025 m3, (12.187)

so total rate of deuterium production in the Sun is

R =
1

2
n2
p〈σv〉V = 1.1× 1039 per second (12.188)

where we have multiplied by one half to avoid double counting the two identical protons in the
initial state of the fusion reaction (12.176).

About 3.6× 1038 protons are converted to helium per second in the core of the Sun, which
means that 4.3 × 109 kg of mass are converted to energy per second, which provides a power
output of 3.8× 1026 Watts.



12.11. FUSION 171

Further Reading

R.P. Feynman, QED: The Strange Theory of Light and Matter (Princeton University Press,
Princeton, 1985)

G.F. Giudice, A Zeptospace Odyssey: A Journey into the Physics of the LHC (Oxford Univer-
sity Press, Oxford, 2010)

L. Hoddeson et al. (ed.), The Rise of the Standard Model: Particle Physics in the 1960s and
1970s (Cambridge University Press, Cambridge, 1997)

L.M. Krauss, Hiding in the Mirror: the Mysterious Allure of Extra Dimensions (Viking, New
York, 2005)

L.M. Krauss, The Greatest Story Ever Told—So Far: Why Are We Here? (Atria Books, New
York, 2017)

L. Randall, Warped Passages: Unravelling the Mystery of the Universe’s Hidden Dimensions
(HarperPerennial, New York, 2006)

L. Randall, Knocking on Heaven’s Door: How Physics and Scientific Thinking Illuminate the
Universe and the Modern World (Ecco, New York, 2011)

More Technical Reading

E.G. Adelberger et al., Solar fusion cross sections, https://arxiv.org/pdf/astro-ph/9805121v2.
pdf

N. Kaloper, J. Terning, How black holes form in high energy collisions, https://arxiv.org/
pdf/0705.0408.pdf

Image Credits

Figure 7.1: John Terning / CC BY-NC-SA 2.0.

Figure 7.2: John Terning / CC BY-NC-SA 2.0.

Figure 7.3: John Terning / CC BY-NC-SA 2.0.

Figure 7.4: John Terning / CC BY-NC-SA 2.0.

Figure 7.5: John Terning / CC BY-NC-SA 2.0.

Figure 7.6: from Las Maravillas Del Cielo by Don Rogue Galvez Y Encinar, 1876 / Public
Domain.

https://arxiv.org/pdf/astro-ph/9805121v2.pdf
https://arxiv.org/pdf/astro-ph/9805121v2.pdf
https://arxiv.org/pdf/0705.0408.pdf
https://arxiv.org/pdf/0705.0408.pdf


172 CHAPTER 12. EXTRA MATERIAL: THE EQUATIONS BEHIND THE WORDS

Painting of Thomas Young: portrait by Sir Thomas Lawrence / Public Domain.

Figure 7.7: user:Jordgette / Wikimedia Commons / CC-BY-SA-3.0 / GFDL.

Figure 7.8: John Terning / CC BY-NC-SA 2.0.

Figure 7.9: Frank Trixler, Ludwig-Maximilians-Universität München.

Photo of Ernest Rutherford: by George Grantham Bain in his collection at the Library of
Congress / Public Domain.

Drawing of ATLAS detector: Argonne National Laboratory / Wikimedia Commons / CC-BY-
SA-2.0.

Figure 7.10: mashup by User:Zykure / Wikimedia Commons / CC-BY-SA.

Figure 8.1: user: Raylet2 / Youtube http://bit.ly/2eSQOJA.

Photo of Max Planck from 1878: / Wikimedia Commons / Public Domain.

Painting of Michael Faraday: oil, by Thomas Phillips,1842 / Public Domain.

Figure 8.2: John Terning / CC BY-NC-SA 2.0.

Relatvisitic rockets: John Terning / CC BY-NC-SA 2.0.

Figure 8.3: John Terning / CC BY-NC-SA 2.0.

Figure 8.4: National Aeronautics and Space Administration / Public Domain.

Rutherford’s drawing: Ernest Rutherford, in Radioactive transformations, 1906, http://bit.ly/
2eHDNmP / Public Domain.

Figure 9.1: John Terning / CC BY-NC-SA 2.0.

Figure 9.2: John Terning / CC BY-NC-SA 2.0.

Figure 9.3: John Terning / CC BY-NC-SA 2.0.

Figure 9.4: Heather Rowley, http://www.rowleysoapworks.com.

Figure 9.5: John Terning / CC BY-NC-SA 2.0.

Figure 9.6: John Terning / CC BY-NC-SA 2.0.

Figure 9.7: John Terning / CC BY-NC-SA 2.0.

Figure 9.8: John Terning / CC BY-NC-SA 2.0.

Sphere visiting Flatland: John Terning / CC BY-NC-SA 2.0.

Parallel 2-branes: John Terning / CC BY-NC-SA 2.0.

Spectrum of electromagnetic waves: John Terning / CC BY-NC-SA 2.0.



12.11. FUSION 173

Figure 10.1: John Terning / CC BY-NC-SA 2.0.

Figure 10.2: adapted from Michael H. Repacholi et. al., Bioelectromagnetics Volume 33, Issue
3, pages 187–206, April 2012, DOI: 10.1002/bem.20716.

Figure 10.3: John Terning / CC BY-NC-SA 2.0.

Figure 12.1: John Terning / CC BY-NC-SA 2.0.

Figure 12.2 adapted from user JabberWok / English language Wikipedia / CC-BY-SA-3.0.

Figure 12.3: adapted from user JabberWok / Wikimedia Commons / CC-BY-SA-3.0.

Figure 12.4: adapted from user Inductiveload / Wikimedia Commons / Public domain.

Figure 12.5: John Terning / CC BY-NC-SA 2.0.

Figure 12.6: adapted from user Jakob Scholbach / Wikimedia Commons / CC-BY-SA-3.0.

Figure 12.7: John Terning / CC BY-NC-SA 2.0.

Figure 12.8: John Terning / CC BY-NC-SA 2.0.

Figure 12.9: John Terning / CC BY-NC-SA 2.0.

Figure 12.10: John Terning / CC BY-NC-SA 2.0.



Part III:

Misconceptions
about the
Multiverse

Yasunori Nomura

Introduction

The multiverse refers to a picture discussed in current the-
oretical physics, which says that what we once thought as
the entire universe is only one of the many universes in
which physical laws take different forms. There are lots
of misconceptions in public about this picture, which we
will discuss in this part. Common misconceptions include
“The multiverse is not a scientific, or scientifically moti-
vated, theory”; “Adopting the anthropic principle, implied
by the multiverse picture, is equivalent to giving up sci-
entific explanations for any phenomena we observe”; and
“The multiverse theory is not testable even in principle.”
We will see that all these statements are false; in particu-
lar, we will see that the approach of multiverse cosmology
is exactly that of conventional science.



Chapter 13

The Basic Picture

In this section, we overview the multiverse theory. We
will see that it is a concrete proposal based on fundamen-
tal theories of physics. In particular, we will see that it
is scientifically well motivated, both observationally and
theoretically.

13.1 Definition

What does the end of the universe look like—what exists
outside of it? How was the universe born—what was there
before it was born?

To answer these questions, we first need to define what
we mean by the “universe.” For example, suppose there
is some “end” of the universe, and there is “something”
outside of it. But if we decide to call everything including
that something as the universe, then by definition there
would be no such thing as the outside of the universe. Since
we will be talking about a concrete picture, we need to
define things precisely.

We know from the era of Copernicus and Galilei that the
land we live on is only the surface of one of the planets in
the solar system. We also now know that our solar system
is only one of many such objects in our Milky Way galaxy,
which in turn is only one of many galaxies. If we keep
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looking at larger scales in this way, we find that our universe
is roughly homogeneous (after “coarse-graining” structures
at smaller scales). Furthermore, this homogeneous regionOur universe is almost homo-

geneous when viewed at large
scales.

is well described by the so-called standard model of parti-
cle physics, more precisely the standard model extended to
include what are called dark matter and dark energy. We
call this homogeneous region, described by a single particle
physics model, our universe.

One of the major discoveries in the twentieth century is
that this region, which we call the universe, is expanding.
(What was actually found is that the more distant a galaxy
is, the faster it recedes from us, which implies that the
universe is expanding as a whole.) When you hear that
the universe is expanding, you might imagine that the size
of the universe is finite and increasing in time. This is,
however, not necessarily the case.

��� Misconception !! The expanding universe means a finite universe expand-
ing in ambient space.

The precise meaning of the universe being expanding is, as
shown in Fig. 13.1, that the distance between arbitrary cho-
sen two points keeps increasing as time passes. In particular,
the “size” of the universe can be infinite from the beginning,
except possibly at the exact time zero when the distance be-
tween any points can be said zero or undefined. (We usually
consider what happens at the exact time zero to be a result
of mathematical idealization anyway.)

time

Fig. 13.1 In the expanding universe, the distance between
arbitrary two points increases as time passes.
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��� More Accurate !! The size of the expanding universe can be infinite all
the way through its history.

The fact that the universe is expanding—in the sense
described above—means that at early times it was much
more dense and hence at higher temperature. Namely, the
universe must have started from a hot “big bang” phase.
In fact, the universe in the early hot phase was observed
directly. Since the speed of light is finite, seeing a distant
object (e.g., at a thousand light years away) means that
we are seeing the light emitted from the object in the past
(a thousand years ago). So, if we keep looking farther and
farther, at some point we must see a hot, high temperature
and high density, universe. This implies that the back-
ground night sky must be shining! On the other hand, the
night sky is obviously dark. What is going on?

The answer is that because the universe is expanding,
the light from the hot phase is subject to the Doppler ef-
fect, so that its frequency is in the microwave region when
received on the Earth. In other words, when viewed by
microwave, the night sky is shining. This radiation, com-
ing uniformly from all the angles in the sky, is called the
cosmic microwave background (CMB)—it is light emitted
when the universe was 400, 000 years old (which is only
1/35, 000 of the current age of the universe, 13.8 billion
years); see Fig. 13.2.

Cosmic Microwave 
Background (CMB)

…almost perfectly homogeneous 

Fig. 13.2 We receive the cosmic microwave background
(CMB) from all the directions in the sky, which is almost
perfectly homogeneous.
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Following the initial discovery in 1964, the CMB has
been measured in many ground-based and satellite exper-
iments. A striking fact is that these measurements tell us
that the universe, when it was young (400, 000 years old),
was incredibly homogeneous. In fact, the fluctuations of en-
ergy density at that time were only at the level of one part
in 100, 000. All the structures we see today—stars, galax-According to the measure-

ment of the CMB, our uni-
verse was almost perfectly
homogeneous when it was
younger.

ies, galaxy clusters, and so on—have been formed because
these tiny fluctuations were amplified by “gravitational in-
stability.” Namely, a region slightly more dense than the
surroundings becomes more dense as gravity attracts more
matter to that region; accordingly, regions that were less
dense have become even less dense. We can indeed use the
measured map of the CMB to simulate what happens to
the universe afterward, and the result well agrees with the
observed structure of galaxies and galaxy clusters in the
current universe.

The universe before 400, 000 years old cannot be seen
directly by light, since the high density of the universe pre-
vents any light from propagating. We can, however, ex-
trapolate the history of the universe further back, using the
equations of general relativity and the standard model of
particle physics. (The current age of the universe—13.8 bil-
lion years old—is obtained in this manner.) Through this,
we know what happened in the earlier universe, for exam-
ple, how light chemical elements were synthesized when the
age of the universe was only about 1–10 minutes—the pre-
dicted relative abundances of the elements agree well with
the observation. The history before this “big-bang nucle-
osynthesis” era was not fully settled observationally, but we
have a rough idea: at some early time, the universe was sub-
ject to exponential expansion called inflation (which pro-
vided the origin of small fluctuations needed to form struc-
tures), after which an asymmetry between the amounts
of matter and antimatter was created through the process
called baryogenesis (whose details are still debated). In any
event, it seems clear that the early universe was very ho-
mogeneous, i.e., it looked very much the same everywhere.

Let us consider drawing this history of the universe in a
figure which looks “scientific.” In doing so, physicists often
draw a “spacetime” figure in which a spatial (time) direc-
tion is taken to be in the horizontal (vertical) direction and
in which the trajectory of a light ray is taken to be in a
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45◦ direction. (This type of figures is called Penrose dia-
grams, and it makes causal relations between events mani-
fest. For example, since no signal can propagate faster than
the speed of light, the spacetime region a point in the figure
can affect is that between the upper left and upper right di-
rected 45◦ lines drawn from that point.) According to this
rule, (the history of) the universe we have been discussing
so far, naively, seems to be summarized as in Fig. 13.3.

time

space

Light paths (taken to be 45°)

CMB

Hot big bang
Inflation

Fig. 13.3 The naive picture of the universe in the form of a
Penrose diagram.

What the multiverse theory says is that this innocently-
looking figure is wrong, at least in one important way. In
particular, if we look at Fig. 13.3, we might conclude that
there is no room to consider other universes spatially sep-
arated from our own. This is, however, not correct. As we
will see, according to the multiverse theory, the structure of
spacetime is more intricate than that in Fig. 13.3, so there
can be other universes even in a region spatially separated
from us (in some specific sense; see below).

��� Misconception !! The multiverse is a vague idea just suggesting that there
are many universes.

��� More Accurate !! The multiverse, as discussed currently in the theoretical
physics community, is a specific proposal for the structure of space and time,
replacing the naive picture of the universe in Fig. 13.3.
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13.2 Motivation: Observational

To go beyond the naive picture of Fig. 13.3, we need some
hints. Below we will discuss some of them, which played im-
portant roles in the development of the multiverse picture.
In doing so, we will address the following misconception:

��� Misconception !! The multiverse is a random guess which is not scientifi-
cally well motivated.

In particular, we will see that the multiverse is well moti-
vated both observationally and theoretically.

One of the greatest mysteries of our universe is that it
appears that it is designed too well for us humans. For
example, let us imagine changing the value of the mass-
squared parameter μ2 of the Higgs field in the standard
model, which can theoretically take any value in the range
−1032μ2

0 � μ2 � 1032μ2
0, where μ

2
0 is the value in our uni-

verse. We then find that unless μ2 is in an extremely narrow
range, 0 � μ2 � a few× μ2

0, there is no stable nucleus (ex-
cept for hydrogen, which is the proton). Namely, our uni-
verse acquires enough complexity to have nuclear physics,
and hence chemistry and life as we know, only if this pa-
rameter is carefully chosen to be in this tiny window. WeOur universe seems to be

carefully designed so that
complex structures, including
intelligent life, can emerge.

also find that the masses of various elementary particles
(which are determined by certain coupling constants in the
standard model) must also be chosen carefully in order for
the theory to possess complexity. These complexities are
presumably a necessary condition for life to emerge. Who
made such careful adjustments of the theory?

This issue became even more mysterious when experi-
mental collaborations led by Perlmutter, Riess, and Schmidt
discovered in 1998 that the expansion of the universe is ac-
celerating, rather than decelerating. Under normal circum-
stances, the expansion of the universe is only decelerating
because the gravitational force between any matter is at-
tractive. However, the expansion can accelerate if space is
filled by the “energy of the vacuum.” The 1998 discovery,
therefore, implies that our universe is filled with the vac-
uum energy (or at least something that effectively behaves
as the vacuum energy).
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What surprised people was that the size of the observed
vacuum energy density was extremely small—120 orders of
magnitude smaller than theoretically expected! And yet it
was nonzero. Theoretically, the vacuum energy density ρΛ
is expected to take any value in the range −ρΛ,∗ � ρΛ �
ρΛ,∗, where ρΛ,∗ ∼ 1090 g/cm3 represents a theoretically
expected size, and yet the actual value found by the ob-
servations is surprisingly close to zero, ρΛ ∼ 10−120ρΛ,∗.
Moreover, the observed value of ρΛ is very special—it is
only about a factor of 2 different from the energy density
of matter:

ρΛ ∼ 2.2 ρmatter (13.1)

Note that the two could have taken values many orders of
magnitude different, and yet they are this close. This be-
comes even more mysterious if we realize the fact that the
time dependencies of the two quantities are completely dif-
ferent: as the universe expands, the energy density of matter
is diluted inversely proportional to the volume, while the
vacuum energy density stays constant. What we find is the
fact that these two components are comparable in size when
humans make cosmological observations (see Fig. 13.4). In Our universe has compara-

ble vacuum and matter energy
densities now.

other words, if we try to explain the smallness of the vac-
uum energy by some mechanism that operated in the early
universe, then the mechanism must know when intelligent
life—humans—will emerge and make cosmological observa-
tions, to adjust the vacuum energy density in such a way
that it becomes comparable to the matter energy density
at the time the observations are made. Can we imagine any
such mechanism?

In 1987, 11 years before the discovery of accelerating
expansion, Steven Weinberg published a paper about the
vacuum energy in Physical Review Letters. The problem of
smallness of the vacuum energy density was already known
by then. Most physicists, however, were thinking that this
was not a pressing problem. Their thinking was: given that
the vacuum energy density was already smaller than its
natural size by more than 100 orders of magnitude, its true
value would be zero due to some unknown mechanism, and Most physicists once thought

that the vacuum energy in our
universe is zero.

in any case the solution to this problem would not much
affect the rest of physics.
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Now

time

energy
density 

rmatter

rL

Fig. 13.4 We live in a very special era in which the energy
densities of vacuum and matter are comparable. Here, the
horizontal and vertical axes should be understood to rep-
resent the logarithms of time and energy densities.

Weinberg did not think that way. There were some sug-
gestions for how the vacuum energy could be zero, but none
of them was working well. (He wrote a review article, sum-
marizing why these ideas do not work.) Instead of pursuing
another such mechanism, he considered what would happen
if the vacuum energy were much (e.g., by a few orders of
magnitude) larger than the current matter energy density.
He then found that in such a universe, there would be no
structure such as galaxies (and hence any intelligent life).
This implies the following. Suppose there are a large num-
ber of universes in which the vacuum energy takes differ-
ent values. (In the discussion here, it is not important how
these universes are realized.) Then, some of these universes
would accidentally have a value of the vacuum energy small
enough to lead to nontrivial structures. Since intelligent
life would emerge only in such universes, when they make
cosmological observations, they always find a surprisingly
small value of the vacuum energy density; see Fig. 13.5.

0
•

Observers (humans) arise
only in universes in this range

rLNo structure No structure

Fig. 13.5 Observers arise only in universes in which the
vacuum energy density is sufficiently small.
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An important point is that in this picture, which postu-
lates many universes or the multiverse, the vacuum energy
is expected to be not much smaller than needed. In other
words, the size of the vacuum energy density is expected to
be roughly comparable to the current matter energy den-
sity. This is in sharp contrast with what most physicists
were imagining back then. And indeed, the observations
by Perlmutter, Riess, and Schmidt found that the vacuum
energy density is within only about a factor of 2 from the
current matter energy density!

��� More Accurate !! The multiverse scenario was considered in order to ad-
dress a specific scientific problem that could not be solved by other theories. It
not only explained the smallness of the vacuum energy but also predicted that it is
comparable to the current matter energy density. This prediction was confirmed
observationally a decade later.

Similarly, other “miraculous” features of the standard
model that seem to be carefully designed for the existence of
life can also be understood if we take the view that we live
only in one of the many universes which satisfies the con-
ditions for life to exist.

13.3 Motivation: Theoretical

It is certainly a major assumption that there are many pos-
sible universes in the world. Is there any independent argu-
ment supporting this hypothesis beyond the fact that it can
explain the seemingly well-designed nature of our universe?
In fact, there is.

Finding a complete quantum mechanical theory of grav-
ity has been a challenging avenue. A problem is that when
one straightforwardly quantizes Einstein’s theory of general
relativity, the resulting theory suffers from uncontrollable
divergences at the fundamental level, suggesting that we
need to do something more dramatic to have a consistent
theory of quantum gravity. String theory is the leading con-
tender for such a theory. In string theory, the extended na-
ture of fundamental constituents tames these divergences.
This is virtually the only quantum gravitational theory we
currently have in our hands (although they are people who
are exploring alternatives, such as loop quantum gravity).
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String theory predicts that the dimension of spacetime is
higher than four, the number we see around (three spatial
dimensions and one time dimension). In a certain way ofString theory predicts the ex-

istence of extra spatial dimen-
sions.

counting, the number of extra dimensions is 6, and they are
all spatial. What does it mean that there are extra spatial
dimensions? Imagine that our world exists on the surface
of a thin tube. This space is clearly two-dimensional at the
fundamental level. However, if we are interested only in
physics at large distance scales, e.g., because we are large,
then this space appears as one-dimensional as illustrated in
Fig. 13.6. So, for such “large” observers, the space appears

2-dimensional
surface

looks
1-dimensional

Fig. 13.6 The surface of a thin tube, which is two-
dimensional, appears as one-dimensional at long distances.

as one-dimensional, with one extra dimension—in this case
a circle—attached at each point in space. Similarly, in
string theory, we must consider that six-dimensional space
is attached at each point of our four-dimensional spacetime.

An important point is that the properties of the theory
describing physics in four-dimensional spacetime at long
distances depend on the shape and size of the extra dimen-
sions because it results, in a sense, from averaging out the
physics associated with these tiny compact dimensions. In
particular, the content and properties of elementary parti-
cles and the value of the vacuum energy change if the shape
and size of the extra dimensions are varied. (In fact, the
number of “compactified” dimensions may also be other
than six, so the number of spacetime dimensions at long
distances may also differ from four.)
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How many different configurations for the extra dimen-
sions does the theory allow? It is quite common in nature
that even if the fundamental equation is simple, a system
governed by the equation shows remarkable complexity and
varieties. A good example is organic macromolecules that
all arise as quasi-stable solutions to a simple Schrödinger
equation. Likewise, even though the equation governing
the dynamics of the extra dimensions is simple, these di-
mensions can have an enormous number of quasi-stable
configurations—an estimate says that there are 10500 or
more such configurations. We can illustrate this situation There are an enormous num-

ber of quasi-stable configura-
tions for the extra dimen-
sions.

schematically as in Fig. 13.7, where the horizontal direc-
tions represent possible configurations of the extra dimen-
sions and the vertical axis corresponds to the potential en-
ergy associated with each configuration. Each quasi-stable
configuration corresponds to a minimum of the potential
valleys. This picture is often called the string landscape.

Configuration
of extra
dimensions

Potential energy

Fig. 13.7 A sketch of the potential energy as a function of
the configuration (shape and size) of the extra dimensions.
Each minimum corresponds to a different low-energy uni-
verse.

We conclude that each minimum of the above potential
corresponds to a possible four-dimensional universe, hav-
ing distinct elementary particles and the vacuum energy.
However, this by itself is not sufficient to solve the prob-
lem of the vacuum energy, since it merely says that string
theory has many universe as possible solutions. In order to
lead to the multiverse and hence for Weinberg’s solution to
the problem to operate, these universes must be physically
realized. What does the theory say about this?
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Suppose the system was originally at some minimum
of the landscape potential which has a positive potential
energy. In this case, Einstein’s equation tells us that space-
time expands exponentially. The system, however, does
not simply stay there forever. Quantum mechanics allows a
transition from that minimum to a lower minimum through
a quantum tunneling process. Under a normal circum-
stance, such a quantum tunneling process occurs in the
following manner. Initially, the system is everywhere in the
state of a higher minimum. At some point, however, small
bubbles form in which the system is in the state of a lower
minimum (like bubbles in boiling water). These bubbles
then expand almost at the speed of light, and they collide
with each other, eventually turning the entire system into
the new state in the lower minimum of the potential.

However, in the case of cosmic tunneling under consid-
eration, ambient space in which bubbles form is expanding
exponentially, in fact at a rate faster than the speed of bub-
ble expansion. The bubbles, therefore, cannot fill the entire
space—there is always ambient space exponentially expand-
ing, in which new bubbles keep forming. Bubbles formed
in this way can be of various different kinds: interiors of
these bubbles correspond to different minima in the poten-
tial landscape, as indicated by the arrows in Fig. 13.7. In
fact, it is generally expected that all the different universes
in string theory are physically realized as bubble universes
in this manner. This process of eternally creating bub-Different universes predicted

in string theory are physically
realized as bubble universes
through eternal inflation.

ble universes in exponentially expanding ambient space is
called the eternal inflating multiverse.

This setup, therefore, is exactly the one needed byWein-
berg to solve the problem of small vacuum energy. Accord-
ing to this picture, our universe is only one of (infinitely)
the many bubble universes formed through eternal infla-
tion; see Fig. 13.8 for illustration.

Interestingly, the fact that string theory can lead to a
huge number of low energy theories and that inflationary
expansion at a high potential energy minimum lasts eter-
nally was known from the 1980s, but people viewed them
as nuisances. In particular, many people thought that the
existence of extra dimensions in string theory is an unfor-
tunate feature of the theory (as they thought it would have
been better if it predicted four dimensions), and the eternal
nature of inflation is a problem, since in our universe such
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us

Fig. 13.8 Eternally inflating space produces an infinite num-
ber of bubble universes, one of which is our own universe.

expansion certainly ended before the hot big bang era. It
is quite suggestive that properties of the fundamental theo-
ries which once people thought as bad features are exactly
those needed to understand aspects of our universe as we
observe it today.

��� More Accurate !! The multiverse picture is suggested by the fundamental
theories—string theory and eternal inflation—that were developed independently
of the multiverse. It is, therefore, theoretically well motivated.

13.4 New Spacetime Picture

According to the multiverse theory, we live in one of the
bubble universes which is nucleated in inflating space and
expanding afterward. This may sound like our universe is
not homogeneous even approximately—in particular, there
is a special point corresponding to the center of the bubble,
and if we go far in the bubble, then we would hit its wall,
i.e., the edge. Doesn’t this contradict the fact that our
universe appears observationally very homogeneous as we
saw in Sect. 13.1?

In fact, two statements that (i) we live in a bubble uni-
verse which was born small in ambient space and expanding
afterward and (ii) our universe is (almost perfectly) homo-
geneous do not contradict with each other. How is this
possible?

It is often the case that when a revolutionary change of
the picture occurs, it is accompanied by the corresponding
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change of a concept. For example, when ancient people re-
alized the possibility that our land might be spherical, one
of the strongest “scientific” objections was that if it is in-
deed spherical, then people in the other side would “fall to
the sky.” Of course, we now know what is wrong with this
argument—the concept of “down” is not universal to every-
one; it is defined (only) with respect to the Earth through
gravitational attraction. Similarly, in the multiverse pic-
ture, we need to embrace some revision of a concept, which
makes the two statements above consistent.

What concept do we need to revise among those we take
for granted in our daily life? The point here is to realize
that there is no absolute definition of equal time at spa-
tially separated points. For example, there is no invariant
meaning to the question “what is going on at some specific
point in the Andromeda galaxy when you are reading this
sentence,” since we cannot uniquely determine what time
in the Andromeda galaxy corresponds to “now” here. YouThere is no absolute concept

of equal time at spatially sep-
arated points.

might think that we can define equal time in two different
places if we prepare two clocks synchronized at some loca-
tion and then move them to the two places, e.g., one here
and one in the Andromeda galaxy. But because of relativis-
tic effects, such a definition depends on how we carry the
clocks, e.g., the path and speed of the transportation.

This fact plays a crucial role in understanding the struc-
ture of a bubble universe. Let us imagine that we are seeing
a bubble universe from outside. Then, the universe is born
small and then becomes larger in ambient space. If we write
this in a Penrose diagram, in which a trajectory of light is
drawn as a 45◦ line, it becomes as in Fig. 13.9. Here, the

Bubble
universe Ambient

space

t=1

t=2

t=3

t=4

becoming larger

Fig. 13.9 Nucleation of a bubble universe as viewed from
an exterior observer.
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region inside (outside) the inverse triangle represents the
interior (exterior) of the bubble universe. (The reason why
the boarder of the two regions is given by 45◦ lines is that
the bubble wall expands almost at the speed of light.) The
equal time slices as viewed from the exterior observer are
drawn as horizontal lines, denoted as t = 1, 2, 3, and 4. One
can see that the size of the universe (the portions of the hor-
izontal lines inside the inverse triangle) becomes larger as
time passes.

On the other hand, if we see the same bubble nucleation
process from the viewpoint of an observer inside the bubble,
then it appears quite differently. In this case, equal time
slices are given as in Fig. 13.10, denoted by t′ = 0, 1, 2, · · · .
(Technically, equal time slices as viewed from an interior

t´ = 0t´ = 1t´ = 2 t´ = 3 t´ = 4

Fig. 13.10 A bubble universe as viewed from an interior
observer.

observer are given by contours of quantum fields responsible
for the nucleation.) We find that in this view, the universe
is infinitely large already when it was born, i.e., the length
of any constant t′ line is infinite. Moreover, the universe,
as viewed from the interior, is completely homogeneous,
i.e., any point on a given constant t′ line looks the same
as any other point on the same line. (For t′ = 0, there
appears to be a special point—the vertex of the inverse
triangle. This is an artifact of the drawing. Indeed, for any
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t′ > 0—how small it is—there is no special point on the
equal time surface.)When viewed from outside, a

bubble universe is born small,
and its size becomes larger as
time passes. When the same
universe is viewed from the
interior, however, it is homo-
geneous and infinitely large
already at the time it is born.

This is how the two statements about a bubble
universe—that it is born small and becomes larger and that
it is homogeneous—can be compatible. The former is a
statement when the universe is viewed from outside, and
the latter is that when viewed from the interior.

This picture replaces the naive picture given by Fig. 13.3.
When our universe is drawn in the form of a Penrose dia-
gram, it must be drawn as in Fig. 13.9 or Fig. 13.10, instead
of Fig. 13.3. The new figure makes it clear that the space-
time region an exterior observer describes as “outside the
universe” is the region “before the universe began” for an
interior observer. And this is the region where other uni-
verses, born in the ambient eternally inflating space, as well
as the ambient space itself reside. The full picture of the
multiverse drawn in a Penrose diagram, therefore, is given
by Fig. 13.11. One finds that it exhibits a “fractal” struc-
ture. Note, however, that many universes drawn near the
top are in fact large universes because the entire spacetime
is expanding. The fact that these universes appear small
is an artifact of the rule of Penrose diagrams in which the
trajectories of light are drawn as 45◦ lines.

many universes with differing properties
(e.g. the number of spatial dimensions, the value of rL, 

the content and properties of elementary particles, …) 

Our universe is merely one of
   the (infinitely) many universes.

Fig. 13.11 A Penrose diagrammatic depiction of the multi-
verse.



Chapter 14

Demystifying the Multiverse

In this section we discuss some misconceptions about the
multiverse, often existing even in the scientific community.

14.1 Scientific and Conservative

People sometimes say that the multiverse theory sounds
“mystical.” This is probably because it talks about a very
big picture such as outside of our own universe.

��� Misconception !! The multiverse picture, talking about things like outside
of our universe, is mystical.

The true situation, however, is the opposite.

Suppose there was only one universe. Then it would
be very difficult to explain miraculous features of our uni-
verse, such as the structure of elementary particles and the
value of the vacuum energy, without resorting to some sort
of creator. In the multiverse picture, however, there are an
enormous number (10500 or more) of different universes, so
some of them possess these miraculous features that lead
to intelligent life, without a help of any creator. This, of
course, does not prove that there is no such creator, but

© Springer International Publishing Switzerland 2018
Y. Nomura et al., Quantum Physics, Mini Black Holes, and the Multiverse,
Multiversal Journeys, DOI 10.1007/978-3-319-41709-7 14

193



194 CHAPTER 14. DEMYSTIFYING THE MULTIVERSE

given that a goal of science is to try to understand our phys-
ical nature as much as possible without relying on such an
almighty person, the approach of the multiverse is exactly
that of science.

��� More Accurate !! The approach of the multiverse theory is exactly that
of science.

In fact, the logic that has led to the multiverse picture
is a very traditional one in science. A progress in science,
especially in physics, often occurs in the following steps.
First, to explain known facts, a new equation—or theory—
is written down. Then, by studying that equation, we find
new phenomena that were not known before. Finally, by
accumulating evidence for these new phenomena, we build
up our confidence about the equation, and through this
process the new theory is becoming a part of our established
scientific knowledge.

Two well-known historical examples are the following
(see Fig. 14.1). The first is a story about relativity and
gravity. When Einstein presented special relativity in 1905,
this theory was not compatible with the known theory of
gravity. (In relativity no signal can propagate faster than
the speed of light, but gravity in Newton’s theory propa-
gates instantaneously.) This problem was solved when Ein-
stein replaced Newton’s theory with his theory of general
relativity in 1916. This new theory—mathematically rep-
resented by the so-called Einstein equation—predicted new

Special relativity
+ Gravity

Special relativity
+ Spin

Einstein
equation

Dirac
equation

Expanding universe
Black hole

Antiparticle

Quantum mechanics
+ General relativity

String
theory The multiverse

Fig. 14.1 The development of the multiverse theory in anal-
ogy with other scientific theories.
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phenomena such as the expanding universe and black holes,
which were not known at the time but confirmed later ob-
servationally.

The second example is when Paul Dirac tried to find an
equation that allowed for describing a particle with spin in
a way consistent with special relativity. The equation he
found—the Dirac equation—predicted the existence of an
antiparticle: for any particle there is a partner that has the
same mass but the opposite charge. In Dirac’s case, he was
interested in writing the equation for the electron, so this
antiparticle was what is now known as the positron, which
was discovered 4 years after Dirac wrote down his equation.

An interesting thing is that in both these cases, those
who originally wrote down the equations could not accept
these predictions initially. It is well known that Einstein
could not accept the prediction that the universe must be
expanding (or contracting); the prejudice that the universe
must be static was so strong back then. Dirac also tried
to identify the positively charged particle predicted by his
equation as the proton—the only known positively charged
particle at the time—despite the fact that the equation was
telling that the mass of the particle was the same as the
electron. Even with the geniuses of Einstein and Dirac, it
was not easy to overcome prejudices deeply insinuated in
people’s mind. And in both these cases, the equations once
written down were describing the nature correctly beyond
their originators’ imagination.

The situation in the multiverse is not so different from
these two examples (see Fig. 14.1). String theory has been
considered as the virtually unique candidate for reconciling
quantum mechanics and general relativity. Studying the
structure of this theory has led to extra dimensions and
hence many different universes at long distances. As in the
case of the above two examples, this prediction had not
been taken too seriously in the 1980s among people who
originally developed string theory. But the discovery of the
universe’s accelerating expansion in 1998 made people pay
attention to this implication of the equation.

��� More Accurate !! The progress of the multiverse theory is very much anal-
ogous to those of other scientific theories.



196 CHAPTER 14. DEMYSTIFYING THE MULTIVERSE

In fact, one can even say that the multiverse is a “conser-
vative” picture in the sense that it is more along the lines of
the past progresses in science. When string theory turned
out to be a consistent theory of quantum gravity in the
1980s, many physicists thought that all the aspects of our
universe—including the masses of all the elementary parti-
cles and the value of the vacuum energy—could be derived
merely by solving its equation, and this picture dominated
the particle physics community for two decades afterward.
Such a picture, however, is much more “radical”—we have
never reached such an ideal situation in our history of sci-
ence.

Throughout the history of science, we learned many
times over that we were much tinier substances than we
had previously thought and that we do not in any sense
occupy a central position in the physical world. In ancient
times, we thought we lived on the unique, disklike world,
but we now know that we live on one of the eight planets
around the Sun, which is only one of a few hundred billion
stars in our galaxy, which is in turn one of many galax-
ies in our observable universe. Given this, it does not seemGiven the history of science,

the multiverse is a conserva-
tive picture.

unreasonable—or even seem natural—that what we consid-
ered the whole universe is actually only a small portion of
some larger structure.

14.2 Anthropic “Principle”

The reasoning used by Weinberg to address the smallness
of the vacuum energy is often called (the weak form of)
the anthropic principle. This term, however, is misleading.
When you hear the phrase anthropic principle, you might
imagine that we are introducing some new principle that
has somehow to do with humans. However, once we admit
that there are many different universes, it is nothing more
than a statement of consistent logic. What we want toWith sufficiently many uni-

verses, the anthropic reason-
ing is nothing more than a
statement of consistent logic.

explain is the fact that “when we made observation, we
found a small value of the vacuum energy.” To see if this is
consistent with a theory, there is no point in discussing the
value of the vacuum energy without taking observers into
account. In other words, there is absolutely no problem
if the value of the vacuum energy is large in universes in
which there is no observer to measure it.
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A statement that is typically made to the anthropic rea-
soning is the following:

��� Misconception !! Once we admit the anthropic principle, we can explain
everything with it, so it is equivalent to giving up a scientific explanation for any
phenomenon; in particular, the anthropic principle means that there is no point
in searching for any mechanism for explaining natural phenomena.

This statement is wrong in many respects. First, it is wrong
that the anthropic reasoning can explain everything by it-
self. For example, the standard model of particle physics
contains a quantity called the θ parameter, which controls
the size of the electric dipole moments of elementary par-
ticles. This parameter is known to be smaller than its the-
oretically expected size by more than ten orders of mag-
nitude. The origin of this smallness, however, cannot be
explained by the anthropic reasoning alone, since we can
show that even if this parameter was larger than the current
experimental upper bound by many orders of magnitude,
there would virtually be no effect for the structure of our
universe. This implies that there must be some mechanism
(other than the simple anthropic reasoning) that is making
this parameter small.

Another reason for why the statement quoted above is
incorrect is that the anthropic principle by itself does not
mean that there is no conventional mechanism to explain
the structure of a theory. As seen in Sect. 13.2, the standard
model has another parameter that is much smaller than the
theoretically expected value: the Higgs mass-squared pa-
rameter μ2. The origin of this smallness appears to be an-
thropic because there is no complex chemistry if this param-
eter takes a value slightly different from the observed one.
On the other hand, there are many mechanisms/theories
considered in particle physics which explain the smallness of
μ2, most notably weak scale supersymmetry. Suppose that
the anthropic reasoning for the smallness of μ2 is correct.
Does it mean that a mechanism explaining the smallness of
μ2 is absent in our universe?

It doesn’t. In the multiverse, intelligent life emerges
only in universes in which μ2 is sufficiently small to ac-
commodate complex structures. Some of these universes
have small μ2 “accidentally” (as in the case of the vacuum
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energy), while some have it through a mechanism such as
weak scale supersymmetry. In this case, which type of uni-
verse we find ourselves in depends on how many each type
of universes exists in the multiverse, or more precisely the
relative probability of finding two types of universes given
the condition that intelligent life exists. If the latter type
dominates, we would find ourselves living in a universe in
which the smallness of μ2 is realized through a mechanism,
even if its ultimate reason is anthropic. Until we become
capable of calculating the relevant probability, we cannot
conclude the existence or absence of a mechanism without
using observations. (In the case of the vacuum energy, we
could not find anymechanism making it small, so we believe
that the vacuum energy is small “accidentally.”)

��� More Accurate !! The fact that some feature has an anthropic origin does
not mean that there is no mechanism leading to that feature. The existence or
absence of a mechanism is determined by the statistics in the multiverse (which
we still cannot calculate from the first principle).



Chapter 15

Relation to Observation

As discussed in Sect. 14.1, the final stage of developing a
scientific theory is to compare it with observations. What
is the situation of the multiverse about this?

First, it should be emphasized that a small but nonzero
vacuum energy density was a prediction of the multiverse,
which was confirmed observationally in 1998. As discussed A prediction of the mul-

tiverse, i.e., a small but
nonzero vacuum energy den-
sity, was already tested obser-
vationally.

before, most physicists thought that the vacuum energy
density was smaller than its natural size by more than 120
orders of magnitude because it was zero. One can say that
one of the predictions of the multiverse theory was already
tested observationally.

Are there any other tests of the multiverse? A common
misconception is:

��� Misconception !! Since we cannot physically go to other universes, the
multiverse theory can never be tested, and hence is not scientific.

This is incorrect in several respects. First, as the diagram
in Fig. 13.9 or Fig. 13.10 shows, the fact that we cannot
go to the region outside our universe (outside the inverse
triangle) does not mean that we cannot obtain a signal
from that region. Note that we cannot even go to a distant
galaxy or an era in which dinosaurs lived, but studying
these subjects certainly belongs to the realm of science.

© Springer International Publishing Switzerland 2018
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Another point is that to test a scientific theory, we need
not confirm all of its predictions. Indeed, even for “well-
established” theories like quantum mechanics and the stan-
dard model of particle physics, not all the predictions have
been experimentally tested—in fact, it would be impossi-
ble to do such a thing. In the case of the multiverse, the
relevant question is what this theory predicts for things we
can observe within our own universe. (A small but nonzero
vacuum energy density is one of such predictions.)

In this respect, the multiverse theory based on string
theory and eternal inflation as discussed here makes an im-
portant prediction: our universe must have negative spatial
curvature. What is the curvature of the universe? ImagineThe multiverse predicts that

our universe has negative
curvature.

that we take three points in the universe and construct a
triangle by connecting these points by the “shortest paths.”
Here, the shortest paths can be considered to be the paths
light rays would follow. In this case, it is not guaranteed
in general that the three inner angles add up to 180◦ as
we learned in middle schools. Even on a two-dimensional
surface, the sum of the angles is larger (smaller) than 180◦

if the surface is, e.g., a sphere (has a saddle shape). We
call space in which the sum of the inner angles of a triangle
is larger (smaller) than 180◦ positively (negatively) curved
space.

As seen in Fig. 13.10, the multiverse theory tells us that
our universe is only one of many bubble universes, and for
observers living inside it, the equal time slices are given as
in constant t′ lines in the figure. One can then show mathe-
matically that such equal time slicing makes the space look
negatively curved. Namely, the sum of the inner angles of a
large triangle drawn in our universe must be always smaller
than 180◦!

��� More Accurate !! The multiverse makes predictions for observables that
can be measured in our universe, and hence the theory is testable.

The multiverse theory, however, cannot predict how much
the space in our universe is curved. This leads to the fol-
lowing possible future scenarios (see Fig. 15.1). The mea-
surement of the curvature of the universe is expected to
improve by about two orders of magnitude in the next cou-
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The curvature of the
universe can be measured. Curvature

Zero Negative

measure
the angle

Positive

– x o
Fig. 15.1 The multiverse theory predicts that the spatial
curvature of the universe is negative. If the future mea-
surement finds the curvature to be (a) consistent with zero,
(b) positive, and (c) negative, then the multiverse theory
will be (a) unaffected, (b) excluded, and (c) supported,
respectively.

ple of decades. The curvature of space can be found by
measuring the angle between the two light rays emitted
from an object whose size and distance from us are known
(or calculated); see the left part of Fig. 15.1. Currently, a
deviation of the sum of the inner angles of the largest trian-
gle one can possibly draw in the universe is less than about
a degree. The sensitivity to this deviation is expected to
improve to the level of 0.01◦.

Let us imagine that future measurements keep finding
that the spatial curvature of the universe is consistent with
zero. In this case, the result would be inconclusive for the
multiverse. As mentioned above, the multiverse does not
tell us how much the universe is curved—it depends on
the length of slow-roll inflation that occurred in our bubble
universe, which cannot (so far) be predicted from the first
principle. This implies that the sum of the inner angles of
a triangle may be, e.g., 179.999999999, in which case it is
impossible to discriminate it from 180◦ observationally.

On the other hand, if a future measurement finds neg-
ative curvature, it would provide strong evidence for the
multiverse. This is not only because the multiverse predicts For detailed discussions

about the implications of the
curvature measurement for
the multiverse, see A.H. Guth
and Y. Nomura, “What can
the observation of nonzero
curvature tell us?” Phys.
Rev. D86 (2012) 023534
[arXiv:1203.6876 [hep-th]].

negative curvature but also because it would be difficult
to obtain a sufficiently small and yet measurable amount
of curvature naturally, i.e., without fine-tuning, in a the-
ory other than the multiverse. (In the multiverse, one can
obtain a small but measurable amount of curvature quite
naturally; for more details, see the paper quoted alongside.)
If this happens, the multiverse theory would have another
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observational support in a way similar to the case of the
small vacuum energy.

An interesting thing is that if a future measurement
finds a positive nonzero curvature, then the multiverse as
discussed here (based on string theory and eternal infla-
tion) would be excluded. People often take falsifiability as
a criterion for a good scientific theory. I myself think that
we must be careful in applying this criterion idolatrously,
since the judgment of falsifiability is often difficult, espe-
cially for a modern physical theory. But even if we adopt
this criterion, the multiverse theory is falsifiable.

��� More Accurate !! The multiverse theory is falsifiable.

If we are very lucky, we might even see more direct sig-
nals such as the remnant of a collision of our universe with
another one. A Penrose diagram of this process is given
in Fig. 15.2. As is clear from the figure, for an interior ob-
server like ourselves, the effect appears as a signal from
the spacetime region before the beginning of our universe;
specifically, it appears as a slight deviation from homogene-
ity which existed already at the time the universe was born.
The strength of the signal, however, is diluted by slow-roll
inflation that has occurred within our bubble universe, so in
order for the signal to be detectable, the length of slow-roll
inflation must not be too long.

Our
universe

Another
universe

Fig. 15.2 A Penrose diagram representing a collision of our
universe with another one.

As we have seen so far, the basic strategy to increase
confidence about the multiverse is to accumulate observa-
tions that can naturally be explained by the multiverse pic-
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ture but are difficult to obtain in any other way. Since we
cannot physically go to other universes, this is clearly indi-
rect, but this situation is not much different in some other
cases, such as the big bang and inflationary theories. One
might also be unsatisfied because the correspondence be-
tween the theory and observation is not “one to one”: for
example, even if we find a nonzero negative curvature in
future observation, this measurement by itself would not
uniquely select the multiverse as it is possible to come up
with other theories that lead to such curvature even though
the resulting theory would be contrived/fine-tuned. This
situation, however, is also not so different from many other
theories in the modern era. For example, in particle physics
there is a theory called grand unified theory in which the
three forces of the standard model are unified into a single
force. It is often said that a smoking gun signature of this
theory is that the proton decays (though with an incredibly
long lifetime). Even in this case, however, it would not be
impossible to come up with a model which leads to proton
decay, although it may not be as elegant as grand unified
theory.

The process in which we are observationally convinced
with the multiverse theory could be frustratingly slow and
likely would not be as dramatic as, e.g., a discovery of a
new particle. However, here we are asking a particularly
big question, and this is the cost we pay for it. At least,
the framework is well motivated both observationally and
theoretically to the extent we could probe so far. So it seems
worth pursuing it further and see where it leads us to.

Epilogue

We have discussed misconceptions about the multiverse. A
danger of these misconceptions is that they are sometimes
used to argue against pursuing research on the subject. It
is true that studying a big question involves risks, so it is
legitimate if anyone decides personally not to participate in
it. However, we never know how far a scientific theory can
be developed until we seriously try to develop it. It seems
fair to say that not everyone needs to study the multiverse,
but someone should.
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Système international (SI) units, 69

T
Tangible waves, 31
10-dimensional theory, 116

U
Ultraviolet rays, 121
Uncertainty principle, 8, 20–23, 69, 70, 85, 102
Units

advantages, 131–132
Big Bang explosion, 131
dimensional analysis, 133
Einstein’s equation, 132
four-dimensional spacetime, 134
Greek letters, 133, 134
Maxwell’s innovations, 133
physics constants, 134
quantities, 131–132

Universe
Andromeda galaxy, 190
big-bang nucleosynthesis, 180
“big bang” phase, 179
bubble nucleation process, 191
bubble universes, 188–192
CMB, 179, 180
dark matter and dark energy, 178
definition, 17
Doppler effect, 179
Higgs field, 182
matter energy, 183, 184
Milky Way galaxy, 177
multiverse theory, 189
Penrose diagram, 181, 192
quantum gravitational theory, 185
quantum tunneling process, 188
quasi-stable configurations, 187
spacetime, 180–181, 186
string theory, 186, 187
vacuum energy, 182–185

Uranium nucleus, 124, 125
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V
Vacuum energy density, 182–185

W
W and Z bosons, 109
Wavefunction

many-particle, 36–37
measurement

absolute phase, 42
collection of particles, 40
complex numbers, 41
constructive interference, 41
data interpretation, 38
experiments, 38–39
relative phase, 41–42
single-particle, 39
standard quantum theory, 38
trajectories, 42

Schrödinger’s cat experiment
biomolecules, 46
configuration space, 42–43
macroscopic objects, 44, 46
nano-soccer balls, 46
nonlocality, 43
particle interconnectedness, 43–44
random collapse, 44
wave of superposition, 44–45

Wavefunction collapse, 17, 63
Wave interference pattern, 31
Wave-particle duality, see Bipolar quantum
Web-based animations, 11

X
X-rays, 90

Z
Z bosons, 106, 109, 165, 168
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